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### 1.1 PREVIEW

In this thesis we study mathematical models that capture the collective behavior of devices sharing a wireless medium in a distributed fashion.

Our research is motivated by fundamental challenges in wireless networks, which typically are very large and lack centralized control. Instead these networks vitally rely on a distributed mechanism for regulating the access of the various devices to the shared medium. Randomized algorithms provide a popular mechanism for distributed medium access control, thanks to their low implementation complexity.

The idea behind random access is simple: Each device operates a random clock, independent of all other devices, which determines when the device attempts to access the medium. So from the viewpoint of the device and the implementation, this randomized algorithm is simple as it only requires local information. However, the macroscopic behavior of this random-access algorithm in large networks tends to be complex and critically depends on global spatial characteristics of the network, in particular when devices have sensing capabilities. Indeed, for such a class of algorithms nearby devices are prevented from simultaneous activity, since otherwise they would interfere and disturb each others signals.

In our work we focus on random-access algorithms. We consider stylized stochastic models to understand how the spatial deployment of the various transmitter-receiver pairs affects the global performance of the network. Specifically, we model the random-access network as an interacting particle system on a graph, which captures the interplay of conflicting transmissions due to interference and to which we will refer as conflict graph. Every transmitterreceiver pair is represented by a particle, which is active if there is an ongoing transmission or inactive otherwise. The graph encodes the spatial structure of the network, since neighboring particles are prevented from simultaneous activity. Each particle is endowed with a random clock, which is independent of the clocks of all other particles. Such random clocks create the dynamics of the system: When one of these random clocks rings, the corresponding particle changes its state, from active to inactive or vice-versa. However, a particle can become active only if all its neighboring particles are inactive. The global evolution of the particle system is then described by a continuous-time Markov process, which exhibits fascinating connections with the hard-core interaction between gas particles studied in chemistry and statistical mechanics.

Specific attention is paid to scenarios in which particles become more aggressive in trying to activate, with higher clock rates for activation compared
to deactivation. This is relevant for networks in high-load regimes, where one cannot afford to leave network resources unutilized. In these scenarios, the most likely activity states for the network are those with a maximum number of active particles, to which we refer as dominant states. A major complication then for network behavior is that in this high-load regime the dominant states become extremely rigid, by which we mean that the transitions between dominant states can be extremely slow, causing starvation for the particles not in the currently active dominant state.

As an illustration, consider a symmetric grid network of particles equipped with random clocks with the same activation rate. This network has two dominant states, corresponding to the two chessboard patterns of the grid, see Figures 1.1a and 1.1b. When the activation rate grows large, the system spends roughly half of the time in each of these two dominant states. However, it takes a long time for the activity process to move from one dominant state to the other, since such a transition involves the occurrence of rare events. In-


Figure 1.1: Three activity states on an $8 \times 8$ grid network with $N=64$ particles
deed, intuitively, the activity process must follow a transition path through some highly unlikely states with simultaneous activity on the even and on the odd chessboards, such as the one in Figure 1.1c, and the time to reach such activity states is correspondingly long. These mixed activity patterns are extremely low-likelihood states because more inactive particles than in the dominant states are needed to create the two-layer interface that must separate clusters of active particles on different chessboards. Thus each particle basically experiences long sequences of activations in rapid succession, interspersed with extended periods of starvation. Hence, significant temporal starvation effects can arise due to these slow transitions between dominant states.

Temporal starvation can have a huge impact on the network performance. Suppose that each particle is equipped with a buffer and let the data packets waiting for transmission be stored in the buffer of the corresponding particle, as shown by Figure 1.2. During a long period of inactivity of a given particle the number of data packets in the buffer builds up, causing delay in their transmission. In this thesis, we exploit the particle system description of the network to investigate the long transition times between dominant activity states and the temporal starvation and delay that this causes.


Figure 1.2: Network of particles corresponding to conflicting transmission links with their data packet buffers

In order to quantify the temporal starvation of random-access networks, we study the transient behavior of the corresponding interacting particle systems. In particular, we analyze the asymptotic behavior of first hitting times between dominant states and obtain the convergence rate to equilibrium of the Markov process in terms of mixing times. In our study we focus on extreme network topologies as prototypical scenarios. We first consider complete partite graphs, which are graphs that are useful for modeling dense networks, and therefore provide a "worst-case" perspective. We then turn attention to non-complete partite graphs; in particular regular meshes such as grid graphs and triangular grid graphs. For these topologies, we develop a novel combinatorial method to analyze the structure and the features of the typical transition
paths between dominant states. As a result, we then quantify how the order of magnitude of the transition times between dominant states depends on the size and properties of the network topology.

We also consider extensions of the interacting particle system described above, in which the particles are not all equal, but can be of different types. In particular, we assume that the repelling effects continue to exist only between particles of different types, while neighboring particles of homogeneous type can be active simultaneously. This class of interacting particle systems can represent random-access algorithms used in wireless networks in which nearby devices can transmit simultaneously without interfering by transmitting on different frequency channels. Multi-channel random-access networks and their performance are further discussed in Section 1.5 .

### 1.2 WIRELESS NETWORKS

### 1.2.1 Medium access schemes

Wireless signals typically propagate in all directions and are often overheard by non-intended receivers. As a consequence, data packets may not be received correctly if the intended receiver overhears too many conflicting signals on the same frequency channel. In this case, we say that a collision occurs due to the interference of nearby ongoing conflicting transmissions. Hence, a medium access control mechanism is required in order to reduce collisions and improve network performance. Many such mechanisms have been proposed and studied in the literature, aiming either to detect such collisions when they occur or to avoid them altogether. Within the class of collisionavoidance medium access algorithms, there exist two main sub-classes: Centralized algorithms and distributed algorithms.

Centralized algorithms require a global control entity which has perfect information of all interference constraints and can coordinate all transmissions by prescribing a certain schedule to the nodes of the network, i.e. the transmitter-receiver pairs. The MaxWeight scheduling algorithm [134] is an example of a centralized scheme that operates in slotted time. In each time slot, a set of non-conflicting nodes (an independent set) in the conflict graph that has the maximum weight in terms of aggregated buffer content sizes is scheduled. However, implementing MaxWeight is challenging because finding a maximum-weighted independent set (required at each time slot) is an NPhard problem.

In contrast, distributed algorithms do not require a central controller, since nodes decide autonomously when to start a transmission using only local information. These schemes often rely on randomness to both avoid simultaneous transmissions and share the medium in the most efficient way: For this reason they are called random-access algorithms.

The ALOHA protocol [1, 124], developed in the 1970's, was one of the first schemes that exploit randomness for medium access. According to ALOHA, every node is inactive for a random amount of time after every transmission attempt. This back-off mechanism attenuates simultaneous activity of nearby nodes and thus reduces the chances of collisions, although collisions can still occur.

The Carrier-Sense Multiple-Access (CSMA) algorithm refines ALOHA by combining the random back-off mechanism with interference sensing [86]. In the CSMA algorithm, each node attempts to access the medium after a random back-off time, but nodes that sense activity of interfering nodes freeze their back-off timer until the medium is sensed idle again. For this reason, the CSMA mechanism is collision-free, at least in idealized scenarios. The CSMA algorithm is a popular distributed medium-access control mechanism and, in fact, various of its incarnations are currently implemented in IEEE 802.11 WiFi networks.

In this thesis we consider stylized models for CSMA-type algorithms to investigate the impact of the network structure on the network performance.

### 1.2.2 Saturated CSMA model

We consider a network of transmitter-receiver pairs sharing a wireless medium according to a CSMA-type algorithm. A node indicates potential data transmission between a transmitter and a receiver. In this thesis we assume that every transmitter has exactly one intended receiver, and we consider only the links that correspond to these intended transmissions. We further assume that every receiver needs to receive data from only one transmitter. These assumptions are not particularly crucial, and results can be generalized to other scenarios. Every node can either be active or inactive, depending on whether the data transmission is ongoing or not. We assume that the network consists of $N$ such nodes, so that the network activity state can then be described by an $N$-dimensional vector $x$, where $x_{i}=1$ if node $i$ is active and $x_{i}=0$ otherwise.

We assume that the network structure and interference conditions can be described by means of an undirected finite graph $G=(V, E)$, called conflict graph, where the set of vertices $V=\{1, \ldots, N\}$ represents the nodes of the network and the set of edges $E \subseteq V \times V$ indicate which pairs of nodes cannot be active simultaneously. Therefore, neighboring nodes in the conflict graph are prevented from simultaneous activity by the carrier-sensing mechanism.

We first focus on scenarios where nodes are saturated, which means that nodes always have packets available for transmission. The transmission times of node $i$ are independent and exponentially distributed with mean $1 / \mu_{i}$. When the transmission of a packet is completed, node $i$ releases the medium and starts a back-off period. The back-off periods of node $i$ are independent and exponentially distributed with mean $1 / v_{i}$.

Let $\mathcal{X} \subseteq\{0,1\}^{N}$ be the set of all feasible joint activity states of the network. Since the interference is modeled by the conflict graph $G$, the set $\mathcal{X}$ consists of the incidence vectors of all independent sets of the conflict graph $G$ :

$$
\begin{equation*}
\mathcal{X}:=\left\{x \in\{0,1\}^{N}: x_{i} x_{j}=0 \forall(i, j) \in E\right\} . \tag{1.1}
\end{equation*}
$$

If we let $X(t)$ denote the network activity state at time $t$ as defined earlier, then $\{X(t)\}_{t \geq 0}$ is a continuous-time Markov process on the state space $\mathcal{X}$ with transition rates

$$
q(x, y):= \begin{cases}v_{i} & \text { if } y=x+e_{i} \in \mathcal{X}  \tag{1.2}\\ \mu_{i} & \text { if } y=x-e_{i} \in \mathcal{X} \\ 0 & \text { otherwise }\end{cases}
$$

where $e_{i} \in\{0,1\}^{N}$ is the vector with all zeros except for a 1 in position $i$. The Markov process $\{X(t)\}_{t \geq 0}$ is reversible [18] and has a product-form stationary distribution

$$
\begin{equation*}
\pi(x):=Z^{-1} \prod_{i=1}^{N}\left(\frac{v_{i}}{\mu_{i}}\right)^{x_{i}}, \quad x \in \mathcal{X}, \tag{1.3}
\end{equation*}
$$

where $Z$ is the normalizing constant

$$
Z:=\sum_{x \in \mathcal{X}} \prod_{i=1}^{N}\left(\frac{v_{i}}{\mu_{i}}\right)^{x_{i}}
$$

The stationary distribution (1.3) is insensitive to the distributions of back-off periods and transmission times, in the sense that it depends on these only through their averages $1 / v_{i}$ and $1 / \mu_{i}$, as proved in [136]. Hence (1.3) holds in fact for general back-off and transmission time distributions.

Define the throughput $\theta_{i}$ of node $i$ as the expected number of successful transmissions of node $i$ per unit of time, multiplied by the average length of a transmission period. Since nodes are saturated, $\theta_{i}$ equals the long-run fraction of time that node $i$ is active, i.e.

$$
\begin{equation*}
\theta_{i}:=\sum_{x \in \mathcal{X}} \pi(x) x_{i} . \tag{1.4}
\end{equation*}
$$

Being a function of the stationary distribution (1.3), the throughput is also insensitive to the distributions of the back-off and transmission times.

This CSMA model was originally considered in the context of packet-radio networks [17, 18, 81, 84, 119, 140] and later investigated in the context of IEEE 802.11 systems, first in [138] and then in [43, 44, 45, 46, 55]. Although such a representation of the IEEE 802.11 back-off mechanism is not as detailed as in the landmark work of [16], the general conflict graph provides far greater versatility in describing a broad range of topologies. Experimental
results in [100] demonstrate that these models, while idealized, yield throughput estimates that match remarkably well with measurements in actual IEEE 802.11 networks.

This saturated CSMA model has strong connections with Markov random fields and can be seen as a special instance of a loss network [80, 82, 83, 133, 142]. Several models in this class have been shown to oscillate on very large timescales between two (or more) stable states. In particular, bi-stability has been observed in loss networks, both with dynamic routing [60, 107] and fixed routing [144]. In [7] and [8] similar network models have been shown to have multiple stable points between which the systems move on long time scales. The metastability of loss networks is closely related to phase transitions of the corresponding models in statistical physics [52, 105, 122].

### 1.2.3 Unsaturated CSMA model

We can also consider CSMA networks in unsaturated traffic conditions. Data packets are then assumed to arrive at each node according to an exogenous stochastic process and are temporarily stored in a FIFO manner in a buffer at the corresponding node pending transmission (more precisely at the buffer of the transmitter corresponding to that node). We assume that the packet arrival processes at different nodes are independent Poisson processes and that the packet arrival rate at node $i$ is $\lambda_{i}$. The traffic intensity or load at node $i$ is defined as

$$
\begin{equation*}
\rho_{i}:=\frac{\lambda_{i}}{\mu_{i}}, \tag{1.5}
\end{equation*}
$$

representing the long-run fraction of time that node $i$ must be active to transmit all arriving packets.

Upon activation, a single packet is transmitted and the node starts a backoff period before the next packet transmission. The activation process and transmission times at each node are assumed to be independent of the corresponding packet arrival process. We assume that a node can be active, even when there are no data packets waiting to be transmitted in its buffer. In that case a node transmits dummy packets. The transmission of a dummy packet is stopped upon arrival of a new packet at that node, whose transmission is then started immediately. It would be interesting to extend the analysis to the case where nodes with empty buffers refrain from transmission activity, in which we expect many of our results to still hold, especially when the network is highly loaded (since in this regime buffers are rarely empty). However, this extension would be challenging from the mathematical standpoint, since the behavior of the activity process then does depend on the queue-length process.

Let $\{Q(t)\}_{t \geq 0}$ be the joint queue-length process, with $Q_{i}(t)$ the number of packets waiting at node $i$ at time $t$ (excluding the packet that may be in the process of being transmitted). Under the random-access algorithm, the process
$\{(X(t), Q(t))\}_{t \geq 0}$ evolves as a continuous-time Markov process on the state space $\mathcal{X} \times \mathbb{N}^{N}$. The activity process $\{X(t)\}_{t \geq 0}$ does not depend on the process $\{Q(t)\}_{t \geq 0}$, thanks to the dummy packet assumption. In contrast, the queuelength process $\{Q(t)\}_{t \geq 0}$ strongly depends on the activity process $\{X(t)\}_{t \geq 0}$, and is considerably harder to analyze. Since the evolution of $\{Q(t)\}_{t \geq 0}$ is modulated by that of $\{X(t)\}_{t \geq 0}$, the former process can be viewed as a queueing network in a random environment. A simple necessary and sufficient condition for the all queue-length processes $\left\{Q_{i}(t)\right\}_{t \geq 0}, i=1, \ldots, N$, to be positive recurrent is $\rho_{i}<\theta_{i}$, for all $i=1, \ldots, N$, see Section 2.4.

If we assume that nodes refrain from competition for the medium when their buffer is empty, the interaction between the activity states $\{X(t)\}_{t \geq 0}$ and the buffer contents $\{Q(t)\}_{t \geq 0}$ becomes bidirectional and gives rise to even more complicated behavior. In fact, in this case the stationary distribution of the Markov process $\{(X(t), Q(t))\}_{t \geq 0}$ in general does not admit a closedform expression and even the basic throughput characteristics and stability conditions are not known. An explicit description of the stability condition is very difficult for general network topologies, as illustrated in [136], and only structural representations or asymptotic results are known [32, 92].

Inspired by the work in [71], powerful algorithms have been proposed for adapting back-off parameters based on queue lengths [71, 69, 121, 128]. Under mild assumptions, these algorithms have been shown to achieve throughput optimality. The case of fixed activation and deactivation rates on which this thesis focuses is nevertheless highly relevant since it is a canonical model for gaining insight in the deep interplay between the structure of the network and its performance.

### 1.3 INTERACTING PARTICLE SYSTEMS

In this section we illustrate how the CSMA models described in Section 1.2 can be viewed as an interacting particle system.

### 1.3.1 Hard-core model on finite graphs

Concepts from statistical physics have often been applied to analyze largescale distributed resource sharing mechanisms [43, 45, 50, $85,105,122,140$ ]. In the same spirit, the saturated CSMA model described in Subsection 1.2.2 can equivalently be described as an interacting particle system. More precisely, it corresponds to a certain stochastic model where particles dynamically interact in a finite volume subject to hard-core constraints. This model was introduced in the chemistry and physics literature under the name hard-core lattice gas model, and serves to describe the behavior of a gas whose particles have nonnegligible radii and cannot overlap [57, 137].

We describe the spatial structure of the gas volume in terms of a finite undirected graph $G=(V, E)$, which is the physical counterpart of the wireless
conflict graph introduced in Section 1.2. The $N$ vertices of the graph $G$ represent the possible sites where particles can reside. The hard-core constraints are represented by edges connecting the pairs of sites where particles cannot be active simultaneously. The state of the system, i.e. the particle configuration on $G$, is described by a vector $x \in\{0,1\}^{N}$, where $x_{i}=1$ if the particle in site $i$ is active and $x_{i}=0$ otherwise. We say that a state $x$ is admissible if it does not violate the hard-core constraints, i.e. if $x_{i} x_{j}=0$ for every $(i, j) \in E$. In other words, the state $x$ is admissible if the subset $\left\{i \in V: x_{i}=1\right\}$ of sites where the active particles reside in state $x$ is an independent set of the graph $G$. The set $\mathcal{X}$ of admissible states thus corresponds to the collection of independent sets of $G$ and is the same as in (1.1).

The potential activation epochs of an inactive particle in site $i$ are determined by a random Poissonian clock that rings at rate $v_{i}$. These $N$ clocks are assumed to be independent of each other. If a particle is inactive and its random clock rings, it activates only if all its neighboring particles on $G$ are currently inactive. A newly activated particle stays active for a random time, which we assume to be exponentially distributed with mean $1 / \mu_{i}$. In this way, the global activity of particles on the graph $G$ is described by a continuoustime Markov process $\{X(t)\}_{t \geq 0}$ with transition rates (1.2), which is ergodic and reversible with respect to the stationary distribution (1.3).

Denote the number of active particles in state $x \in \mathcal{X}$ by $\|x\|:=\sum_{i=1}^{N}\left|x_{i}\right|$. In the case of homogeneous activation and deactivation rates, we denote $v=$ $v_{i} / \mu_{i}$ and the stationary distribution (1.3) can be rewritten as

$$
\begin{equation*}
\pi_{v}(x):=\frac{v^{\|x\|}}{Z_{v}(G)}, \quad x \in \mathcal{X} \tag{1.6}
\end{equation*}
$$

where $Z_{v}(G)$ is the appropriate normalizing constant, also called partition function. The stationary distribution (1.6) is usually called hard-core measure with activity (or fugacity) $v$.

In this thesis, we focus on the high-activity regime where $v \rightarrow \infty$, which is the mode in which the corresponding random-access network should operate to achieve a high throughput. Indeed, the hard-core measure (1.6) with a large activity $v$ favors states with a maximum number of active particles, to which we refer as dominant states. In the next subsection we will show how this regime corresponds to the low-temperature limit for the interacting particle system described as a Freidlin-Wentzell Markov chain.

### 1.3.2 Uniformization and Metropolis Markov chains

First hitting times will be one of the central objects of our study of the hardcore particle dynamics. There exists a large literature devoted to the asymptotic behavior of first hitting times for a wide range of models [35, 36, 39, 41, $42,87,111,113]$, mostly to mathematically study the metastability phenomena they exhibit. It turns out to be convenient to study the hard-core dynam-
ics in discrete time, by looking at the uniformized version of Markov process $\{X(t)\}_{t \geq 0}$, since most of this literature uses discrete-time Markov chains.
In this way, after having identified $v=e^{\beta}$, we obtain a family of Markov chains $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ on $\mathcal{X}$ parametrized by the inverse temperature $\beta>0$ with transition probabilities

$$
P_{\beta}(x, y):= \begin{cases}c(x, y) e^{-\beta[H(y)-H(x)]^{+}}, & \text {if } x \neq y  \tag{1.7}\\ 1-\sum_{z \neq x} P_{\beta}(x, z), & \text { if } x=y\end{cases}
$$

where $H: \mathcal{X} \rightarrow \mathbb{R}$ is the energy function that counts the number of active particles, i.e.

$$
\begin{equation*}
H(x):=-\|x\|, \quad x \in \mathcal{X} \tag{1.8}
\end{equation*}
$$

and $c: \mathcal{X} \times \mathcal{X} \rightarrow[0,1]$ is the connectivity function that allows only single-site updates

$$
c(x, y):= \begin{cases}\frac{1}{N}, & \text { if }\|x-y\|=1  \tag{1.9}\\ 0, & \text { if }\|x-y\|>1 \\ 1-\sum_{z \neq x} c(x, z), & \text { if } x=y\end{cases}
$$

The Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ embedded at jump epochs of the original hardcore particle process is a Freidlin-Wentzell chain with Metropolis transition probabilities. This is a class of reversible Markov chains with transition probabilities of the form (1.7) uniquely characterized by an energy landscape ( $\mathcal{X}, H, c$ ) and by a positive parameter $\beta$, which represents the inverse temperature. Such a Markov chain is reversible with respect to the Gibbs measure

$$
\begin{equation*}
\pi_{\beta}(x):=\frac{e^{-\beta H(x)}}{\sum_{y \in \mathcal{X}} e^{-\beta H(y)}}, \quad x \in \mathcal{X} \tag{1.10}
\end{equation*}
$$

In this framework the dominant states are then the global minima of the energy function (1.8) and they are often called stable states. The spatial structure of the volume in which the particles interact, encoded in the graph $G=(V, E)$, plays a crucial role, since it determines the structure and the features of such an energy landscape $(\mathcal{X}, H, c)$.

### 1.3.3 Hitting times between dominant states

To understand the transient behavior of the hard-core model on a graph $G$, we study the first hitting times of the corresponding Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ in the low-temperature limit $\beta \rightarrow \infty$. Given a target subset of states $A \subset \mathcal{X}$ and an initial state $x \in \mathcal{X} \backslash A$, the first hitting time $\tau_{A}^{x}$ of the subset $A$
for the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ with initial state $x$ at time $t=0$ is defined as the random variable

$$
\tau_{A}^{x}:=\inf \left\{t>0: X_{t}^{\beta} \in A, \mid X_{0}^{\beta}=x\right\}
$$

We focus on the asymptotic behavior of the hitting times between dominant states, which tell us how rigid the dominant states are and how long it takes for the particle system to "switch" between them. For example, the hard-core model on rectangular grids has two dominant states, $\mathbf{e}$ and $\mathbf{o}$, which correspond to full particle activity on the even chessboard and the odd chessboard (see Figures 1.1a and 1.1b, respectively). We are interested in the asymptotic behavior of the hitting time $\tau_{\mathbf{0}}^{\mathbf{e}}$.

In this thesis, we follow the pathwise approach, which has been used to study the metastability problem for many finite-volume models in a lowtemperature regime, see $[35,36,39,41,42,87,111,113]$. The crucial idea behind this method is to understand which paths the Markov chain most likely follows in the low-temperature regime. The characterization of these most likely paths then leads to asymptotic results for hitting times. For FreidlinWentzell Markov chains this can be done by analyzing the energy landscape to find the paths between the initial and the target states with a minimum energy barrier. In the case of the hitting time between dominant states of the hard-core model, this problem reduces to identifying the most efficient way, starting from a dominant state, to activate particles of the target dominant state.

Consider first the case of a complete K-partite conflict graph, which is a graph consisting of $K$ components where particles are prevented from simultaneous activity if and only if they belong to different components. If the spatial structure is described by such a complete partite graph, it is clear that the dominant states correspond to its largest components and that any trajectory between them needs to pass through the state with no active particles. Indeed a particle can become active only when all particles in the other components are inactive. Hence, in this case the orders of magnitude of the hitting times are related to the sizes of the largest partitions of the graph. Figure 1.3 illustrates the state space $\mathcal{X}$ corresponding to the hard-core model evolving on the complete bipartite graph $K_{8,8}$, which has 8 sites in each of the two components. The leftmost (rightmost) vertex corresponds to the network state


Figure 1.3: State space for the hard-core dynamics on the complete bipartite graph $K_{8,8}$
with full activity in the first component (second component). The central vertex corresponds to the network state where there are no active particles and is clearly a bottleneck for the transition between the two dominant states.

For non-complete partite graphs, such as grid graphs or triangular grid graphs, the various partitions of the graph still correspond to the dominant states, but the transitions between them do not necessarily require to visit a state with no active particles. In fact, there are paths that visit mixed-activity states, where a layer of inactive particles separate clusters of active particles belonging to different partitions. Figure 1.4 illustrates the state space $\mathcal{X}$ corresponding to the hard-core model evolving on a $4 \times 4$ grid with open boundary conditions, similar to the one displayed in Figure 1.1. The leftmost state corresponds to the dominant state with particles active on the even chessboard, while the rightmost state corresponds to the state with all active particles on the odd chessboard. The crucial difference with the complete partite case is that here the bottleneck is not a single state and is much harder to identify.


Figure 1.4: State space for the hard-core dynamics on the $4 \times 4$ grid graph with open boundary conditions

Another example of non-complete partite graphs are triangular grid graphs, which have three dominant states. Figure 1.5 displays these three dominant states on a $6 \times 9$ triangular grid network. The three dominant states are clearly distinguishable as the three "corners" of the state space $\mathcal{X}$ corresponding to the hard-core model on the $4 \times 6$ triangular grid graph with periodic boundary conditions displayed in Figure 1.6.

(c) Third dominant state

Figure 1.5: The three dominant activity states on a $6 \times 9$ triangular grid network


Figure 1.6: State space for the hard-core dynamics on the $4 \times 6$ triangular grid graph with periodic boundary conditions

For all these non-complete partite graphs, by exploring detailed geometric properties of these mixed-activity states, we develop a novel combinatorial method to quantify their "inefficiency" and obtain in this way the minimum energy barrier $\Gamma(G)$ that has to be overcome in the energy landscape (corresponding to the spatial structure encoded by the graph $G$ ) for the required transition to occur. The energy barrier $\Gamma(G)$ is precisely the quantity that appears in the asymptotic results for the transition times between dominant states and, in particular, identifies the timescale $e^{\beta \Gamma(G)}$ at which transactions most likely occur. The energy barrier $\Gamma(G)$ is a positive number that in many cases grows with the size of the conflict graph $G$, which means that the transition between dominant states becomes very slow in the regime where the activation rate $v$ (or equivalently the inverse temperature $\beta$ ) becomes large. As argued before, the stationary distribution (1.10) concentrates in the dominant states of $G$ as $\beta \rightarrow \infty$. Hence in this low-temperature regime, for a conflict graph $G$ with two or more dominant states, the timescale at which the transitions between dominant states occur is intimately related to the order of magnitude of the mixing time of the hard-core dynamics on $G$. Indeed, the mixing time of a Markov chain quantifies the time it takes for this stochastic process to become "close" to its steady-state distribution. Using structural properties of the corresponding energy landscapes and classical results [29, 109] for Friendlin-Wentzell Markov chains, we make this intuition rigorous and show that the hard-core dynamics exhibit indeed slow mixing on the highly symmetric conflict graphs considered in this thesis.

### 1.4 NETWORK DELAY PERFORMANCE

In the previous section we have illustrated how the random-access CSMA networks presented in Subsection 1.2.2 can be viewed as interacting particle systems with hard-core interaction. This connection allows us to study the asymptotic behavior of first hitting times between dominant states using the convenient framework of Metropolis Markov chains. In particular, we expect long transition times between dominant states (and thus slow mixing, if there are more than two dominant states) in the regime where the nodes activate more aggressively. In this section we take this analysis one step further, studying the impact of such long transition times and slow mixing on temporal starvation. In this way we show how the average long-run packet delay grows in high-load scenarios and demonstrate how its order of magnitude depends on the network structure.

Before illustrating our approach, we briefly review the literature on the performance of CSMA algorithms and the deep connections with other related areas. Several different models have been introduced in the literature to study the performance of CSMA-like algorithms; see [141] for a survey. Despite their asynchronous and distributed nature, these algorithms have been shown to be throughput-optimal, which means that they offer the capability of achiev-
ing the full capacity region and thus match the optimal throughput performance of centralized scheduling mechanisms operating in slotted time (such as MaxWeight), see for instance [71, 69, 102]. In addition to this "first-order" metric, the delay performance of CSMA networks has been studied in the literature as well. Simulation results indicate that the delay performance of these algorithms can be rather poor and much worse than for other mechanisms, such as MaxWeight. This fact has triggered a strong interest in investigating the causes of such poor delay performance and in developing approaches to mitigate them, see [58, 68, 89, 90, 103, 115, 127].

This research direction is intimately related with the problem of designing efficient randomized algorithms to sample or approximate combinatorial quantities on graphs. Indeed, the random-access algorithms described in the previous sections can also be interpreted as randomized schemes with local updates to find maximum independent sets, which is an NP-hard problem. In particular, the hard-core particle dynamics on a finite graph $G=(V, E)$ described in Subsection 1.3.1 can be used to sample weighted independent sets, with weight $\nu^{|I|}$ for $I \in \mathcal{I}(G)$. Taking for instance the activity rate equal to 1 , we are sampling uniformly independent sets of $G$, since the stationary distribution (1.6) is uniform over $\mathcal{I}(G)$. Hence, when one is interested in finding or sampling maximum independent sets, one could consider a large activity rate $v$, which increases their likelihood in view of (1.6). However, the resulting Markov process can then take a very long time to converge to stationarity, exhibiting so-called slow/torpid mixing. Several papers [19, 47, 51, 53, 54, 61, 104, 108, 123] investigate (mostly for Glauber dynamics in discrete time) how the mixing times of these processes scale with the size $N$ of the graph, depending on the type of graph and/or its maximum vertex degree.

It is natural to expect slow mixing of the hard-core dynamics for a large activity rate $v$, since fast mixing in this regime would imply that the NP-hard problem of finding maximum independent sets could be solved or approximated efficiently. By exploiting this relationship between random-access algorithms and independent sets, it has been shown in [129] that low-complexity schemes (such as CSMA) cannot be expected to achieve low delay in arbitrary topologies (unless P equals NP).

For CSMA networks lower bounds for the average steady-state delay were established in [20] using mixing-time results, showing that delays can grow dramatically with the load of the system. Upper bounds for the average steadystate delay based on mixing time results for Glauber dynamics were derived in [72, 68], but they are valid only for sufficiently low loads. Furthermore, it was shown in [132] that mixing-time based approaches may not be the right way to capture delay dynamics, even in an asymptotic sense. In [98] it was shown by using stochastic majorization techniques that CSMA algorithms that reduce asymptotic variance have better delay performance.

In this thesis we follow a different approach to estimate the average steadystate delay in the scenario where the whole network is stable, that is when


Figure 1.7: Simulated buffer content evolution over time for a $6 \times 6$ grid network with homogeneous rates $\lambda=0.45, v=5$ and $\mu=1$
the queue-length process at each node is positive recurrent. In particular, we investigate how it is related to temporal starvation, which for the graphs we consider in this thesis is the root cause for the poor delay performance. Indeed, intuitively (i) high load requires high activation rates, (ii) high activation rates imply extremely slow transitions between dominant activity states, and (iii) slow transitions cause starvation and hence excessively long queues and delays. Therefore, we estimate the average steady-state delay by studying the asymptotic behavior of transition times between dominant states of the Markov process $\{X(t)\}_{t \geq 0}$ in high-load scenarios. Figure 1.7 shows the simulation of the evolution over time of the buffer contents for a homogeneous network of 36 nodes placed on a $6 \times 6$ grid (with periodic boundary conditions). This simulation corroborates the intuition that the buffer contents of the odd nodes build up packets while the network is active mostly in the even nodes and vice versa.

In a high-load scenario the average steady-state queue length is then proportional to the average transition time between the two dominant states of the grid network. These arguments are valid for other symmetric networks with two or more dominant states as well, as illustrated by Figure 1.8 in the case of a triangular grid graph, which has three dominant states.

By making these arguments rigorous, we will derive lower bounds for the average stationary queue length in terms of the average transition time between dominant states. By virtue of Little's law, these also provide lower bounds for the expected stationary delay. Furthermore, these delay lower bounds become explicit for many symmetric partite networks of interest, since we can calculate the asymptotic order of magnitude of the average transition


Figure 1.8: Simulated buffer contents evolution over time for a $4 \times 6$ triangular grid network with homogeneous rates $\lambda=0.3, v=15$ and $\mu=1$
times between their dominant states. Suppose that for a given conflict graph $G$ we can prove, as outlined in Subsection 1.3.3, that the average transition time between dominant states is of the order $e^{\beta \Gamma(G)}$ as $\beta \rightarrow \infty$ (that is the regime where the activation rate $v$ grows large). Then such a result for hitting times can be translated into an asymptotic lower bound for the long-term average delay $\mathbb{E} W$ (waiting time plus service time) at every node. More specifically, we show that $\mathbb{E} W$ scales asymptotically at least as fast as

$$
\begin{equation*}
\left(\frac{1}{1-\rho}\right)^{\Gamma(G)}, \quad \text { as } \rho \uparrow 1 . \tag{1.11}
\end{equation*}
$$

This delay scaling is to be contrasted with the usual linear scaling in $\frac{1}{1-\rho}$ in conventional queueing systems at high load. Specifically, in the case of the complete K-partite graph $G$ on $N$ nodes with all components of the same size $N / K$ (assuming that $N$ multiple of $K$ ) we obtain that

$$
\Gamma(G)=\frac{N}{K} .
$$

Such complete partite graphs are arguably the worst possible networks in terms of transition times and starvation effects, given the size of the network and the size of the components. Indeed, the fact that the nodes are grouped into components, with no interference within components and full interference between components, turns out to be a key element for starvation to occur. This is reflected in the fact that the transition times exhibit exponential growth in the component size and that the starvation effects are very pronounced.

Graphs that are partite but not complete have a less extreme tendency for starvation, although the issue may still arise. The lack of interference between some nodes in different components results in bottleneck states where some of the nodes may be active, and increases the likelihood of the bottleneck state relative to the dominant activity states. This is the case for the grid conflict graphs analyzed in Chapters 5. The results therein show that the transition times, while still severe, are of a lower order than for the complete partite graphs of the same size. More precisely, for a square grid network $G$ with with $N$ nodes, with conflict graph the $\sqrt{N} \times \sqrt{N}$ grid (with $\sqrt{N}$ an even integer),

$$
\Gamma(G)=\sqrt{N} \quad \text { or } \quad \Gamma(G)=\frac{\sqrt{N}}{2}
$$

depending on whether one considers periodic boundary conditions or not, respectively. In fact, for all the extreme network structures studied in this thesis the exponent $\Gamma(G)$ increases with the network size. This observation, together with (1.11), shows that the average delay can grow dramatically with the dimension of the network.

In the case of complete partite conflict graphs, the connection between transition times and starvation is even stronger and yields an asymptotic lower bound for the probability of starvation and a complementary result which indicates over what time scales near-saturation of throughput occurs.

### 1.5 MULTI-CHANNEL CSMA NETWORKS

The CSMA models presented in Subsections 1.2.2 and 1.2.3 describe networks with nodes that all compete for the same wireless channel. As noted earlier, the total available wireless spectrum could be divided into $C$ orthogonal channels on which nearby nodes can transmit without interfering with each other. CSMA-like algorithms have been been proposed as efficient distributed schemes for these multi-channel networks and various models have been studied in the literature to investigate their performance [6, 91, 101, 120].

### 1.5.1 Model description and stationary distribution

We consider an extension of the saturated CSMA model where each node can sense the interference and transmit on any of the $C$ available channels. We assume that for every $c=1, \ldots, C$ all possible conflicts between nodes on channel $c$ are described by a conflict graph $G_{c}=\left(V, E_{c}\right)$. Node $i$ in the network has a different back-off timer for each of the $C$ available channels and we model these timers as $C$ independent Poissonian clocks, ticking at rates $v_{i, 1}, \ldots, v_{i, C}$. When the first of these $C$ clocks rings for an inactive node, it activates on the corresponding channel, say $c$, if and only if the neighboring nodes of $i$ in $G_{c}$ are not active on the same channel. The transmission times of
node $i$ on channel $c$ are independent and exponentially distributed with mean $1 / \mu_{i, c}$.

A network activity state is described by a vector $x \in\{0,1, \ldots, C\}^{N}$ where $x_{i}=0$ if node $i$ is inactive and $x_{i}=c$ if node $i$ is active on channel $c$ with $1 \leq c \leq C$. Let $\mathcal{X}$ be the collection of feasible network activity states, which consists of all the vectors $x \in\{0,1, \ldots, C\}^{N}$ such that for every $c=1, \ldots, N$ two neighboring nodes in $G_{c}$ are not simultaneously active on channel $c$. The activity state of the network at time $t$ is described by the vector $X(t)$, where the $i$-th entry $X_{i}(t)$ indicates the activity state of node $i$. Then $\{X(t)\}_{t \geq 0}$ is a Markov process on the state space $\mathcal{X}$ with transition rates

$$
q(x, y)= \begin{cases}v_{i, c} & \text { if } y=x+c \cdot e_{i} \in \mathcal{X}  \tag{1.12}\\ \mu_{i, c} & \text { if } y=x-c \cdot e_{i} \in \mathcal{X} \\ 0 & \text { otherwise }\end{cases}
$$

where $e_{i} \in\{0,1\}^{N}$ is the vector with all zeros except for a 1 at position $i$.
We now argue that the evolution of a network using a multi-channel CSMA algorithm can be equivalently described as a virtual network operating under the single-channel CSMA algorithm on a modified conflict graph $G^{*}$. Consider the undirected graph $G^{*}=\left(V^{*}, E^{*}\right)$ with vertex set $V^{*}:=V \times\{1, \ldots, C\}$ where two vertices $(i, c)$ and $\left(i^{\prime}, c^{\prime}\right)$ are adjacent if and only if

$$
\left\{\begin{array} { l } 
{ c \neq c ^ { \prime } , } \\
{ i = i ^ { \prime } , }
\end{array} \quad \text { or } \quad \left\{\begin{array}{l}
c=c^{\prime} \\
\left(i, i^{\prime}\right) \in E_{c}
\end{array}\right.\right.
$$

To avoid confusion with the original nodes, we refer to the nodes of $G^{*}$ as virtual nodes. The activity state of the virtual network is then represented by a $0-1$ vector of length $C \cdot N$ and we denote by $\mathcal{X}^{*} \subset\{0,1\}^{C \cdot N}$ the set of admissible virtual activity states on $G^{*}$. Suppose further that the $C \cdot N$ virtual nodes operate using the single-channel CSMA algorithm described in Subsection 1.2.2, assuming that the virtual node $(i, c)$ has back-off periods that are exponentially distributed with mean $1 / \nu_{i, c}$ and transmission periods that are exponentially distributed with mean $1 / \mu_{i, c}$.

The interference constraints in the virtual network are such that the collection $\mathcal{X}^{*}$ of admissible activity states on the virtual network $G^{*}$ is in one-toone correspondence with the collection $\mathcal{X}$ of admissible multi-channel activity states on G. Furthermore, the transition rates according to which the virtual nodes evolve are chosen in such a way that the evolution of the two networks is identical in law. Hence, we deduce that the multi-channel $\{X(t)\}_{t \geq 0}$ is also a reversible Markov process and that it has stationary distribution

$$
\begin{equation*}
\pi(x)=\mathrm{Z}^{-1} \prod_{i=1}^{N} \prod_{c=1}^{C}\left(\frac{v_{i, c}}{\mu_{i, c}}\right)^{\mathbb{1}_{\left\{x_{i}=c\right\}}}, \quad x \in \mathcal{X}, \tag{1.13}
\end{equation*}
$$

where $Z$ is the appropriate normalizing constant. Furthermore, the insensitivity property carries over to (1.13), which thus holds for general back-off and transmission time distributions.

We remark that the fact that the multi-channel CSMA dynamics have a product-form distribution was already shown in [120] in the special case where the interference is described by the same graph on every channel, namely $E_{1}=\cdots=E_{C}$. Our proof approach not only recovers the same result in this special case, but proves the insensitivity property with respect to the back-off and transmission time distributions and shows how a multi-channel CSMA network can be studied as single-channel CSMA network.

### 1.5.2 Dominant states and performance trade-offs

We now provide some insight as to how the number of channels $C$ affects the performance in terms of aggregate throughput. While increasing the number of channels evidently provides greater transmission opportunities, the net impact on throughout performance is non-obvious since the transmission capacity per channel is inversely proportional to the number of channels.

Consider a multi-channel CSMA network where the same conflict graph $G=(V, E)$ describes the interference on all $C$ channels and assume that each of these channels has capacity $1 / C$. Assume further that all the nodes have homogeneous activation and transmission rates, namely

$$
\begin{equation*}
v_{i, c} \equiv v \quad \text { and } \quad \mu_{i, c} \equiv \mu \quad \forall c=1, \ldots, C, \quad \forall i=1, \ldots, N \tag{1.14}
\end{equation*}
$$

The stationary distribution of the activity process $\{X(t)\}_{t \geq 0}$ then reads

$$
\begin{equation*}
\pi(x)=\mathrm{Z}^{-1} \prod_{i=1}^{N} \sigma^{\mathbb{1}_{\left\{x_{i} \neq 0\right\}}}=\mathrm{Z}^{-1} \sigma^{\sum_{i=1}^{N} \mathbb{1}_{\left\{x_{i} \neq 0\right\}}}, \quad x \in \mathcal{X} . \tag{1.15}
\end{equation*}
$$

We analyze the aggregate throughput $\Theta(C)$ of this network in the asymptotic regime where the activity factor $\sigma:=\frac{v}{\mu}$ grows large. The aggregate throughput when there are $C$ available channels is defined as

$$
\Theta(C):=\lim _{\sigma \rightarrow \infty} \sum_{i \in V} \frac{1}{C} \sum_{x \in \mathcal{X}} \pi(x) \mathbb{1}_{\left\{x_{i} \neq 0\right\}},
$$

where $\pi$ is the stationary distribution (1.15) of the multi-channel activity process $\{X(t)\}_{t \geq 0}$ with transition rates (1.14).

As in the single-channel scenario, this random-access network should also operate with a large activity factor $\sigma$ to achieve a high throughput. In this regime, the stationary distribution (1.15) favors the activity states with the largest number of active nodes, regardless of the channels they are active on. We refer to such activity states as dominant states also in this multi-channel context.

In order to characterize the dominant states of a multi-channel CSMA network, we need some further definitions. A vertex coloring of the graph $G$ is a labelling of the graph's vertices with colors such that no two vertices sharing the same edge have the same color. A (proper) $q$-coloring is a vertex coloring using at most $q$ colors, see e.g. [15,25]. The smallest number of colors needed to color a graph $G$ is called its chromatic number, and is often denoted as $\chi(G)$. Define $d(C)$ to be the maximum number of active nodes in conflict graph $G$ when $C$ channels are available, i.e.

$$
d(C):=\max _{x \in \mathcal{X}} \sum_{i \in V} \mathbb{1}_{\left\{x_{i} \neq 0\right\}} .
$$

If $C=1$, we are back in the single-channel scenario and clearly $d(1)=\alpha(G)$, where $\alpha(G)$ denotes the independence number of the graph $G$, that is the cardinality of its maximum independent set. For $C \geq 2$, the multi-channel activity on $G$ is equivalent to the single-channel activity on the virtual network $G^{*}$ introduced in Subsection 1.5.1. In the scenario considered in this subsection, the virtual network $G^{*}$ is the Cartesian product of $G$ and the complete graph on $C$ vertices and, in particular, $d(C)$ is equal to the independence number $\alpha\left(G^{*}\right)$ of the graph $G^{*}$, as proved in [15, Lemma 1].

If the number of available channels in a CSMA network is larger than or equal to the chromatic number of the corresponding conflict graph, i.e. $C \geq$ $\chi(G)$, then every proper $C$-coloring of the graph $G$ corresponds to a dominant state for the network dynamics and, in particular, $d(C)=N$. If instead $C<$ $\chi(G)$, by definition of the chromatic number, a proper $C$-coloring of the graph $G$ does not exist and, in particular, there are no admissible activity states where all nodes are active. All admissible activity states correspond to partial $C$-colorings of the graph G. However, the problem of finding the maximum number of nodes that can be active simultaneously in a general conflict graph $G$ with $C$ available channels is non-trivial, since it is at least as hard as finding the maximum independent sets of $G^{*}$. Nonetheless, some conclusions for the aggregate throughput $\Theta(C)$ of a network using $C$ channels can be drawn.

Let us start by noticing that the function $d(C) / C$ is a non-increasing function of the number of channels $C$, i.e.

$$
\begin{equation*}
\frac{d(C+1)}{C+1} \leq \frac{d(C)}{C}, \quad \forall C \geq 1 \tag{1.16}
\end{equation*}
$$

and that $d(C)=C \cdot \alpha(G)$ for every $C \leq C^{*}(G)$, where $C^{*}(G)$ represents the number of disjoint maximum independent sets of the graph $G$, and $d(C)=N$ for every $C \geq \chi(G)$.

Inequality (1.16) trivially holds when $C \geq \chi(G)$, since $d(C)=N$, and the proof in the case $C \leq \chi(G)$ readily follows by considering a $(C+1)$-coloring that yields $d(C+1)$, pick the color that is used the least and discolor the corresponding nodes, which are at most $\left\lfloor\frac{d(C+1)}{C+1}\right\rfloor$, obtaining a $C$-coloring with $d(C+1)-\left\lfloor\frac{d(C+1)}{C+1}\right\rfloor \geq \frac{C}{C+1} d(C+1)$ colored nodes. The second statement can be easily proved by induction on $C$.

Denote by $\mathcal{D}$ the collection of the dominant states of the network $G$. Inequality (1.16) implies that the aggregate throughput $\Theta(C)$ is a non-increasing function of the number of channels $C$ as well, since the definition of dominant state and (1.15) yield that $\sum_{x \in \mathcal{D}} \pi(x) \rightarrow 1$ as $\sigma \rightarrow \infty$, and thus

$$
\begin{aligned}
\Theta(C) & =\lim _{\sigma \rightarrow \infty} \sum_{i \in V} \frac{1}{C} \sum_{x \in \mathcal{X}} \pi(x) \mathbb{1}_{\left\{x_{i} \neq 0\right\}}=\frac{1}{C} \lim _{\sigma \rightarrow \infty} \sum_{x \in \mathcal{X}} \pi(x) \sum_{i \in V} \mathbb{1}_{\left\{x_{i} \neq 0\right\}} \\
& =\frac{d(C)}{C} \lim _{\sigma \rightarrow \infty} \sum_{x \in \mathcal{D}} \pi(x)=\frac{d(C)}{C} .
\end{aligned}
$$

Furthermore, $\Theta(C)$ is constant and equal to $\alpha(G)$ for $C$ up to $C^{*}(G)$, where $C^{*}(G)$ represents the number of disjoint maximum independent sets of the graph $G$, and becomes a strictly decreasing function for $C \geq \chi(G)$, since

$$
\Theta(C)=\frac{N}{C}, \quad \forall C \geq \chi(G)
$$

From these considerations, it seems that the network should be operated using a single channel, but this is also the scenario where the temporal starvation is more pronounced. We expect that by exploiting more channels the temporal starvation effects can be mitigated, so that the packet delay should also be a non-increasing function of the number $C$ of available channels. However, making this dependence more explicit is a challenging task, since the structure of the conflict graph also plays a crucial role. Indeed, in some conflict graphs the packet delay is already $O(1)$ for just a single channel, e.g. complete graphs, while in others it only becomes $O(1)$ when the number of channels matches the chromatic number, e.g. complete K-partite graphs. Thus, in general, a nontrivial trade-off emerges between aggregate throughput and packet delay that the network can achieve and a balance can be found using a number of channels in the range between 1 and $\chi(G)$.

The focus on this thesis is on single-channel scenarios, but our framework can be applied for the analysis of transition times in multi-channel networks in view of the equivalence described in Subsection 1.5.1. Furthermore, multichannel networks can in some cases be described directly as interacting particle systems with two or more types of particles subject to repelling forces, as we will show in Chapter 7. However, a comprehensive translation of the results for packet delay in this multi-channel scenario is beyond the scope of this thesis.

In practical deployments, the number of channels $C$ is normally given, and channel bonding may then be an interesting strategy to improve the network performance (e.g. if $C$ lies outside the indicated range). The key idea behind this mechanism is that more channels can be aggregated to obtain wider channels. We show in [10] that a modified version of the single-channel CSMA model described in Subsection 1.2.2 provides a good theoretical framework for this different random-access algorithm and we investigate numerically this non-intuitive trade-off between using wider channels to increase the throughput and higher chance of interference.

### 1.6 FINAL CONSIDERATIONS AND OPEN PROBLEMS

In this thesis we build a versatile framework to investigate delay performance of random-access networks, which combines techniques and concepts from applied probability and statistical physics. More specifically, we describe conflicting transmissions in a random-access network as an interacting particle system with hard-core constraints and investigate temporal starvation phenomena by analyzing hitting times of suitable Markov chains.

It has been observed in many simulations that CSMA algorithms can induce severe temporal starvation effects [74, 91] and long packet delays [59, 66, 89, 90, 103]. In this thesis we derive analytical results for average packet delay performance and, in particular, show how its asymptotic order of magnitude depends on the network structure and size in high-load scenarios, as briefly illustrated in Section 1.4.

In the model under consideration potentially conflicting transmissions are modeled by means of a conflict graph, which is a common paradigm in the literature, see e.g. [18,55, 68, 67, 70, 103, 121], and has in particular been used and validated for estimation of stationary throughputs [100]. Various methods have been proposed to construct conflict graphs that represent interference constraints more accurately and effectively, see e.g. [63, 143].

In this work we choose to focus on networks with a symmetric structure, in order to remove all disparities between nodes, which in particular will then have the same long-term stationary throughput. This choice allows us to investigate solely transient starvation effects and, at the same time, obtain more explicit analytical results. We expect our results to extend to more general topologies as well, but heterogeneity makes temporal starvation effects more case-specific and thus harder to treat mathematically in full generality.

Several solutions have been proposed in the literature to mitigate temporal starvation effects, for instance introducing a periodical reset of all ongoing transmissions, as proposed by [103], but the practical implementation is not straightforward. Another possible solution could be the usage of multiple frequencies in [91], as briefly illustrated in Section 1.5 and future work could investigate delay performance and possibly extend our results in this multichannel scenario.

Our analytical results for hitting times and average delay are asymptotic in nature, either when the normalized load approaches unity or the activation rate grows large. There is numerical evidence that long starvation periods occur already for relatively small values of these parameters, see for instance Figures 1.7 and 1.8. It would be interesting to characterize how large the system parameters should be so that the network performance can be well-approximated by means of our asymptotic results. Another intriguing yet challenging research direction would be investigate whether our results for transition times and delays extend when the durations of back-off and transmission periods have non-exponential distributions or when the dummy packet assumption is dropped (see Subsection 1.2.3).

From a methodological standpoint, we expect that the framework we developed to analyze hitting times can be extended to more general probability kernels than the Metropolis one, see (1.7), and possibly to irreversible Markov chains, similarly to what has been done in the context of metastability in [38]. Such a more general framework would be very helpful for instance to study the behavior of CSMA protocol using dynamic channel bonding, which can be modeled by means of irreversible Markov chains [48].

To complete the study of the hard-core model on grid and triangular grid graphs from a statistical physics standpoint, the next step would be to understand the geometric features of the critical configurations visited along the transition between dominant states and describe the tube of typical paths. Lastly, the ideas behind our combinatorial approach can probably be adopted to understand transition times between maximum activity states on other graphs with symmetric structures, e.g. hexagonal or Kagome lattices.

### 1.7 OUTLINE OF THE THESIS

This thesis is organized as follows. We examine the impact of slow transitions between dominant states on the delay performance in random-access networks in Chapter 2. Focusing on highly symmetric networks, among which regular meshes like grid and triangular grid graphs, we show how delays in symmetric partite graphs are intimately connected with the transition times between dominant states in a high-load scenario. In particular, we prove an asymptotic lower bound for the average steady-state delay for such networks. Chapter 2 expands the ideas first published in [149].

In Chapter 3 we study hitting times and mixing properties of dense randomaccess networks, which we model by complete partite graphs, focusing on the regime where the heterogeneous activity rates become large. In particular, we derive asymptotic results for the transition time between any pair of network activity states, both in expectation and in distribution (after scaling), and show how they depend on the activity rates and network structure. In the special case of homogeneous activity rates, we show that there are only two possible asymptotic distributions for such scaled transition times, one of them being the exponential distribution, and derive the asymptotic order of magnitude of the mixing time. Lastly, we identify the time scales at which full throughput starvation and near-saturation occur for each of the components of the network. Chapter 3 is based on [147, 148].

In Chapter 4 we introduce the framework of Metropolis Markov chains, in which the uniformized version of the saturated CSMA model can be put. We extend the model-independent framework in [106] for first hitting times $\tau_{A}^{x}$ to allow for a more general initial state $x$ and target subset $A$. More specifically, we show how to derive asymptotic bounds in probability for such hitting times by analyzing the most likely paths that the process follows in the lowtemperature regime. Furthermore, we give a sufficient condition that guaran-
tees that the scaled hitting times are exponentially distributed. The content of this chapter is based on Sections 3 and 4 of [112].

In Chapter 5 we apply these model-independent results to the hard-core model on rectangular grid graphs to understand the asymptotic behavior of the transition time between the two dominant states, where the active particles are arranged in a checkerboard fashion on even and odd sites, respectively. Using a novel combinatorial method, we identify the minimum energy barrier between these two dominant states and obtain in this way sharp bounds in probability for such a transition time and find its order of magnitude on a logarithmic scale. In addition, our analysis of the energy landscape shows that the scaled transition time is exponentially distributed in the low-temperature regime and yields the order of magnitude of the mixing time of the Markov chain. Chapter 5 is based on [112].

In Chapter 6 we turn to the hard-core model on triangular grid graphs, which has three dominant states. By identifying the minimum energy barrier between any pair of dominant states and by proving the absence of deep cycles in the corresponding energy landscape, we derive several results for the transition times between them in the low-temperature regime. The content of this chapter is based on [145].

Lastly, in Chapter 7 we study the Widom-Rowlison model with two types of particles, which we show to be the discrete-time counterpart of a multichannel CSMA network when there are two available channels and the conflict graph is bipartite. This interacting particle system can also be put in the framework of Metropolis Markov chain presented in Chapter 4. Focusing on grid graphs, we study the asymptotic behavior of the transition time between its two dominant states in the low-temperature regime. In the analysis of the corresponding energy landscape, we exploit a combinatorial method similar to that developed in Chapter 5 for the hard-core model, to which the WidomRowlison model is intimately related. This chapter is based on [146].

In this chapter we investigate the interplay between temporal starvation and delays in networks operating under the single-channel CSMA algorithm described in Section 1.2. In particular, we derive lower bounds for the longterm average delay in random-access networks. Our proof approach revolves around three simple observations:
(i) high load requires high activity factors for stability;
(ii) high activity factors cause slow transitions between dominant activity states;
(iii) slow transitions between dominant states imply long starvation periods, and hence large queue-lengths and delays.

In Section 2.1 we first review the model, first introduced in Subsection 1.2.3, and explain in detail how the buffer dynamics depend on the underlying activity process. Our analysis focuses on a specific class of highly symmetric networks for which explicit results can be obtained. The features of the corresponding conflict graphs are presented in Section 2.2 together with some relevant examples. In Section 2.3 we derive some key properties for transition times between the dominant states for these networks, while the network stability conditions are established in Section 2.4. In Section 2.5 we derive lower bounds for the average stationary delay in terms of the expected transition times between dominant states, which we make explicit in Section 2.6 for some specific networks of interest.

### 2.1 UNSATURATED CSMA MODEL DYNAMICS

In this section we revisit the unsaturated CSMA model described in Subsection 1.2.3 and introduce some further assumptions.

The network structure is described in terms of an undirected graph $G=$ $(V, E)$ of $N$ nodes, where the set of edges $E \subset V \times V$ indicates which pairs of nodes are prevented from simultaneous activity. We denote by $\mathcal{X}$ the set of admissible network states on $G$, as defined in (1.1).

Packets arrive at node $i$ according to a Poisson process of rate $\lambda_{i}$, independently of the other nodes and of the state of the network. Upon arrival packets are stored in a buffer at the corresponding node until they eventually get transmitted. The nodes share the medium in a decentralized fashion according to a CSMA algorithm, similar to that described in Subsections 1.2.2 and 1.2.3. More specifically, we assume that, when inactive and unblocked,
node $i$ may start transmitting at the instants of a Poisson process of intensity $v_{i}$ and that the packet transmission times at node $i$ are independent of each other and of the arrival process, and are exponentially distributed with mean $1 / \mu_{i}$. The only difference with the model presented earlier is that nodes do not necessarily release the wireless medium when they complete a packet transmission. Indeed, we assume that node $i$ either releases the medium and starts a back-off period with probability $p_{i}$ before the next packet transmission, or immediately starts the next packet transmission otherwise. The dynamics described in Subsection 1.2.2 correspond to the case $p_{i}=1$ for $i=1, \ldots, N$.

Recall that $X(t) \in \mathcal{X}$ represents the joint activity state of the network at time $t$, with $X_{i}(t)$ indicating whether node $i$ is active at time $t$ or not, and $\{Q(t)\}_{t \geq 0}$ is the joint queue-length process, with $Q_{i}(t)$ the number of packets waiting at node $i$ at time $t$ (excluding the packet that may be in the process of being transmitted). Under the CSMA algorithm described above, the process $\{(X(t), Q(t))\}_{t \geq 0}$ evolves as a continuous-time Markov process with state space $\mathcal{X} \times \mathbb{N}^{N}$. Transitions due to arrivals from a state $(X, Q)$ to $\left(X, Q+e_{i}\right)$ occur at rate $\lambda_{i}$, transitions due to activations from a state $(X, Q)$ with $X_{i}=0$ and $X_{j}=0$ for all neighbors $j$ of node $i$ to $\left(X+e_{i}, Q-e_{i} \mathbb{1}_{\left\{Q_{i}>0\right\}}\right)$ occur at rate $v_{i}$, transitions due to transmission completions followed by a back-off period from a state $(X, Q)$ with $X_{i}=1$ to $\left(X-e_{i}, Q\right)$ occur at rate $p_{i} \mu_{i}$, and transitions due to transmission completions immediately followed by another transmission (without an intermediate back-off period) from a state ( $X, Q$ ) with $X_{i}=1$ to $\left(X, Q-e_{i} \mathbb{1}_{\left\{Q_{i}>0\right\}}\right)$ occur at rate $\left(1-p_{i}\right) \mu_{i}$.

Even with possible back-to-back transmissions, the activity process remains a reversible Markov process with product-form stationary distribution given by (1.3), where the factors $v_{i} / \mu_{i}, i=1, \ldots, N$, should be replaced with

$$
\begin{equation*}
\sigma_{i}:=\frac{v_{i}}{p_{i} \mu_{i}}, \quad i=1, \ldots, N . \tag{2.1}
\end{equation*}
$$

In the rest of the chapter we will refer to $\sigma_{i}$ as the activity factor of node $i$.
Remark. We have implicitly assumed that a node can be active even when it has no packets waiting for transmission. In that case a node transmits dummy packets. The transmission of a dummy packet is stopped upon arrival of a new packet at that node, whose transmission is then started immediately. It would be interesting to extend the analysis to the case where nodes with empty buffers refrain from transmission activity, but this is challenging since the behavior of the activity process then does depend on the queue-length process, as discussed in Subsection 1.2.3.

### 2.2 SYMMETRIC PARTITE NETWORKS

As alluded to in Chapter 1, transition times, and thus starvation effects and delay asymptotics, strongly depend on the specific structure of the underlying conflict graph. In order to allow for a systematic treatment of a family
of graphs, in this thesis we therefore focus on symmetric scenarios. In this section we specify our assumptions for the conflict graphs and present a few important examples that are analyzed in the subsequent chapters. We remark that slow transitions and excessive delays are not a peculiarity of these highly symmetric networks and may very well occur in asymmetric topologies as well.

To obtain more transparent results, we henceforth assume homogeneous arrival, transmission and activation rates, as well as equal back-off probabilities at all nodes:

$$
\lambda_{i} \equiv \lambda, \quad \mu_{i} \equiv \mu, \quad v_{i} \equiv v, \quad p_{i} \equiv p, \quad i=1, \ldots, N .
$$

All nodes have then the same activity factor $\sigma_{i} \equiv \sigma$, and the stationary distribution (1.10) of the activity process $\{X(t)\}_{t \geq 0}$ simplifies to

$$
\begin{equation*}
\pi(x)=\mathrm{Z}^{-1} \sigma^{\|x\|}, \quad x \in \mathcal{X} \tag{2.2}
\end{equation*}
$$

where $Z:=\sum_{y \in \mathcal{X}} \sigma^{\|y\|}$ is the normalizing constant. As (2.2) shows, when $\sigma>$ 1 , the stationary probability of a network state $x \in \mathcal{X}$ increases exponentially with its cardinality $\|x\|$.

We first give some definitions and recall several notions from graph theory. Recall that the set $\mathcal{X}$ of admissible network states on the conflict graph $G$ is in one-to-one correspondence with the collection of independent sets of $G$. In particular, the dominant states of the conflict graph $G$, which we define as the admissible activity states with the largest number of active nodes, correspond to the maximum independent sets of $G$. Let $\mathcal{D}=\mathcal{D}(G)$ be the collection of all dominant states of the conflict graph $G$, i.e.

$$
\begin{equation*}
\mathcal{D}:=\left\{x \in \mathcal{X}:\|x\|=\max _{y \in \mathcal{X}}\|y\|\right\} . \tag{2.3}
\end{equation*}
$$

An automorphism of a graph $G=(V, E)$ is a permutation $\xi$ of its vertex set $V$, such that for all $i, j \in V$

$$
\begin{equation*}
(i, j) \in E \Longleftrightarrow(\xi(i), \xi(j)) \in E . \tag{2.4}
\end{equation*}
$$

It is immediate from the definition that, given an automorphism $\xi$ of a graph $G$, a subset $I \subset V$ of nodes is an independent set of $G$ if and only if the subset $\xi(I)=\{\xi(i): i \in I\} \subset V$ is. In particular, any automorphism of the graph $G$ induces a permutation on the collection of its maximum independent sets (and thus on the collection of the dominant states of $G$ ).

We call a network represented by a conflict graph $G=(V, E)$ symmetric K-partite if:
(P1) $G$ is $K$-partite: its nodes can be partitioned into $K$ disjoint independent sets $V_{1}, \ldots, V_{K}$;
$\left(\mathrm{P}_{2}\right)$ For any $k, k^{\prime} \in\{1, \ldots, K\}, k \neq k^{\prime}$, there exists an automorphism $\xi$ of the graph $G$ such that $\xi\left(V_{k}\right)=V_{k^{\prime}}$ and $\xi\left(V_{k^{\prime}}\right)=V_{k}$, while $\xi\left(V_{l}\right)=V_{l}$ for every $l \neq k, k^{\prime}$;
$\left(\mathrm{P}_{3}\right)$ The subsets $V_{1}, \ldots, V_{K}$ are the only maximum independent sets of $G$.
In the rest of the chapter, we will tacitly assume that $K \geq 2$. The case $K=1$ is not interesting, since in view of property $\left(\mathrm{P}_{1}\right)$ the network $G$ would consist of $N$ isolated nodes. Furthermore, we can always assume that the graph $G$ is connected, since otherwise the connected components of the network can be analyzed separately: Indeed, in this case the evolution of the activity process on each of them would be independent.

For every $k=1, \ldots, K$, denote by $x^{(k)} \in\{0,1\}^{N}$ the vector describing the network state with full activity in component $V_{k}$ and no activity elsewhere, i.e.

$$
x_{i}^{(k)}:= \begin{cases}1 & \text { if } i \in V_{k} \\ 0 & \text { otherwise }\end{cases}
$$

For every subset $I \subset V$ of nodes, denote by $|I|$ its cardinality. Thanks to property ( $\mathrm{P}_{1}$ ), $x^{(1)}, \ldots, x^{(K)}$ are all admissible states and clearly $\left\|x^{(k)}\right\|=\left|V_{k}\right|$. Property ( P 2 ) yields that $\left|V_{i}\right|=\left|V_{j}\right|$ for any $i, j \in\{1, \ldots, K\}$ and therefore $\left|V_{j}\right|=N / K$ for every $j=1, \ldots, K$, which means that

$$
\left\|x^{(1)}\right\|=\cdots=\left\|x^{(K)}\right\|=\frac{N}{K} .
$$

In particular, note that in a symmetric $K$-partite network the total number $N$ of nodes must be a multiple of $K$. Property ( $\mathrm{P}_{3}$ ) implies that $x^{(1)}, \ldots, x^{(K)}$ are the only dominant states for a symmetric K-partite network $G$. In the regime where $\sigma$ grows large, the stationary distribution (2.2) concentrates in the dominant states of the network G. In particular,

$$
\sum_{x \in \mathcal{D}} \pi(x) \uparrow 1, \quad \text { as } \sigma \rightarrow \infty,
$$

and for every dominant state $x \in \mathcal{D}$ we have

$$
\begin{equation*}
\pi(x) \uparrow \frac{1}{|\mathcal{D}|}=\frac{1}{K^{\prime}}, \quad \text { as } \sigma \rightarrow \infty . \tag{2.5}
\end{equation*}
$$

Recall that $\theta_{i}$ has been defined in (1.4) as the throughput of node $i$, i.e. $\theta_{i}:=$ $\sum_{x \in \mathcal{X}} x_{i} \pi(x)$. In a symmetric K-partite network each node is active in exactly one dominant state and inactive in all the other $K-1$ dominant states, thanks to properties $\left(\mathrm{P}_{1}\right)$ and $\left(\mathrm{P}_{3}\right)$. This means that as $\sigma \rightarrow \infty$ all nodes have asymptotically the same throughput by virtue of (2.5), since for every $i=1, \ldots, N$

$$
\theta_{i} \uparrow \frac{1}{|\mathcal{D}|}=\frac{1}{K^{\prime}}, \quad \text { as } \sigma \rightarrow \infty .
$$

In view of these observations, it is natural to define the normalized load as $\rho:=K \lambda / \mu$ and to assume $\rho<1$, since otherwise all the queues will be unstable. The latter condition is not only necessary for stability, but in fact also sufficient for the queue-length process at all nodes to be positive recurrent for large enough values of $\sigma$, as we will prove in Section 2.4.

Remark. In this chapter we focus exclusively on CSMA networks with a single transmitting channel available. However, consider for a moment the multichannel CSMA model described in Section 1.5 and the notation introduced therein. If the interference constraints are described by the same symmetric $K$ partite graph $G$ on all the available $C$ channels, then we can calculate explicitly the maximum number $d(C)$ of active nodes when $C$ channels are available as

$$
d(C)= \begin{cases}\frac{N C}{K} & \text { if } C<K \\ N & \text { if } C \geq K\end{cases}
$$

and in this way obtain that the aggregate throughput $\Theta(C)$ in the limit $\sigma \rightarrow \infty$ of the corresponding network is

$$
\Theta(C)= \begin{cases}\frac{N}{K} & \text { if } C<K \\ \frac{N}{C} & \text { if } C \geq K\end{cases}
$$

These results follows immediately from the considerations made in Section 1.5 and from the fact that if $G$ is a symmetric K-partite graph, then $\alpha(G)=\frac{N}{K}$ and $C^{*}(G)=K=\chi(G)$.

We now present a few key examples of symmetric partite networks.

## Turán graphs

The first example of a symmetric partite network is the Turán graph $T(K L, K)$, with $K, L \in \mathbb{N}$ and $K \geq 2$, which is a complete $K$-partite graph $G=(V, E)$ with $K L$ nodes whose components $V_{1}, \ldots, V_{k}$ have all equal size $L$. More specifically, the vertex set of $T(K L, K)$ is $V=\{1, \ldots, K L\}$ and component $V_{j}$ is defined as $V_{j}=\{v \in V:\lceil v / L\rceil=j\}$. The fact that $T(K L, K)$ is a complete partite graph means that there is an edge between two nodes if and only if they belong to different components, i.e. the edge set is $E=\{(v, w) \in$ $V \times V:\lceil v / L\rceil \neq\lceil w / L\rceil\}$. Two examples of Turán graphs are displayed in Figures 2.1a and 2.1b, where the different components are visualized using different colors. Properties $\left(\mathrm{P}_{1}\right)-\left(\mathrm{P}_{3}\right)$ are trivially satisfied by $T(K L, K)$, and therefore the activity process $\{X(t)\}_{t \geq 0}$ on $T(K L, K)$ has $K$ dominant states. Figures 2.1c and 2.1d display the two state space diagrams corresponding to the conflict graphs in Figures 2.1a and 2.1b, respectively. The more active nodes an activity state has, the lighter green is used to color the corresponding vertex in the state space diagram. It is then clear that the outermost nodes in Figure 2.1c (respectively Figure 2.1d) correspond to the 3 (respectively 2) dominant states of the conflict graph $T(21,3)$ (respectively $T(16,2)$ ). In Section 2.3 we will argue that any automorphism of the conflict graph induces an automorphism on the corresponding state space $\mathcal{X}$. Such induced symmetries of the state space are particularly evident in the case of Turán conflict graphs, as illustrated in Figures 2.1c and 2.1d.

(c) The state space $\mathcal{X}$ corresponding to the conflict graph $T(21,3)$

(d) The state space $\mathcal{X}$ corresponding to the conflict graph $T(21,3)$

Figure 2.1: The examples of Turán graphs and and the corresponding state space diagrams

## Grid graphs

The second example of symmetric partite networks are grid graphs, i.e. finite two-dimensional rectangular square lattices. More precisely, given two integers $K, L \geq 2$, we consider the $K \times L$ grid graph $\Lambda=\Lambda_{K, L}$ with three possible boundary conditions: Toroidal (periodic), cylindrical (semiperiodic) and open. We denote them by $\Lambda_{K, L}^{T}, \Lambda_{K, L}^{C}$ and $\Lambda_{K, L}^{O}$, respectively. Figure 2.2 shows examples of the three possible types of boundary conditions. The vertex set of such grid graphs is $\{0, \ldots, L-1\} \times\{0, \ldots, K-1\}$ and thus there are $N=K L$ nodes in total. Every node $v \in \Lambda$ is characterized by its coordinates $\left(v_{1}, v_{2}\right)$ and is called even (odd) if the sum of its two coordinates is even (odd).


Figure 2.2: Examples of grid graphs

We denote by $V_{e}$ and $V_{o}$ the collection of even nodes and that of odd nodes of $\Lambda$, respectively. In order for these grid graphs to be symmetric partite networks, we need some further assumptions. The open grid $\Lambda_{K, L}^{O}$ satisfies property ( $\mathrm{P}_{1}$ ), since it is a bipartite graph (all the neighbors in $\Lambda_{K, L}^{O}$ of an even node are odd nodes and vice versa). We assume further that the product $K L$ is even, since otherwise the two components $V_{e}$ and $V_{o}$ would have different sizes (respectively $\lceil K L / 2\rceil$ and $\lfloor K L / 2\rfloor$ ) and an automorphism mapping $V_{e}$ into $V_{o}$ cannot exist; see property $(\mathrm{P} 2)$. If $K L \equiv 0(\bmod 2)$, then such an automorphism exists, for instance the axial symmetry along the (vertical or horizontal) line that splits the nodes in half, as shown in Figure 2.3.


Figure 2.3: The automorphism $\xi$ of the open grid $\Lambda_{6,7}^{O}$ induced by axial symmetry along the dashed line

In contrast, the cylindrical and toric grids may not be bipartite. In order for them to satisfy property $\left(\mathrm{P}_{1}\right)$, we further assume that $K$ is an even integer for the cylindrical grid $\Lambda_{K, L}^{C}$ and that both $K$ and $L$ are even integers for the toric grid $\Lambda_{K, L}^{T}$. Under these additional assumptions, both these grid types satisfy property ( $\mathrm{P}_{2}$ ) as well, since also for them we can define an automorphism $\xi$ that maps $V_{e}$ into $V_{o}$ and vice versa (using an axial symmetry as before). Figure 2.4 illustrates the case of the $6 \times 8$ toric grid $\Lambda_{6,8}^{T}$.


Figure 2.4: The automorphism $\xi$ of the toric grid $\Lambda_{6,8}^{T}$ induced by axial symmetry along the dashed line

For all three types of boundary conditions, we will prove in Chapter 5 that $V_{e}$ and $V_{o}$ are the only two maximum independent sets of $\Lambda_{K, L}^{O}$ provided that $K L \equiv 0(\bmod 2)$ and thus they all satisfy property $\left(\mathrm{P}_{3}\right)$. Any automorphism $\xi$ of a grid graph $\Lambda_{K, L}$ induces an automorphism $\bar{\xi}$ of the corresponding state space $\mathcal{X}$, see Section 2.3 for further details. Figure 2.5 below displays the state space $\mathcal{X}$ corresponding to the conflict graph $\Lambda_{4,4}^{T}$. The axial symmetry of $\Lambda_{4,4}^{T}$ (analogous to that presented in Figure 2.4) induces an automorphism of this state space diagram, which is clearly visible as left-right symmetry.


Figure 2.5: The state space diagram $\mathcal{X}$ corresponding to the activity process on the $4 \times 4$ grid graph $\Lambda_{4,4}^{T}$

## Triangular grid graphs

The last example of a symmetric partite network is a finite rectangular region (with periodic boundary conditions) of the triangular lattice. More precisely, given two integers $K \geq 2$ and $L \geq 1$, we consider the triangular grid graph $\mathcal{T}_{K, L}=(V, E)$ which consists of $N=|V|=6 K L$ nodes of the triangular lattice, which are placed on 2 K rows of 3 L nodes each (or equivalently on 6 L columns with $K$ nodes each), see Figure 2.6. The graph $\mathcal{T}_{K, L}=(V, E)$ satisfies


Figure 2.6: The triangular grid graph $\mathcal{T}_{3,3}$
property ( $\mathrm{P}_{1}$ ), since it has a natural tri-partition $V=V_{a} \cup V_{b} \cup V_{c}$, illustrated in Figure 2.6 by coloring the three components respectively in black, white, and gray. The vertical and horizontal dimensions of the triangular grid graph $\mathcal{T}_{K, L}$ are chosen in such a way that the three components have the cardinality, which is required for property $\left(\mathrm{P}_{2}\right)$ to hold. By considering the axial symmetries along vertical lines, we can easily construct automorphisms that swap two components while mapping the third one to itself. For instance, the axial symmetry displayed in Figure 2.3 maps component $V_{a}$ ("the gray nodes") into component $V_{b}$ ("the black nodes"), while the nodes in $V_{c}$ ("the white nodes") are only permuted. Also in this case, the automorphisms induced by axial symmetries of the triangular grid graph $\mathcal{T}_{3,3}$ on its state space $\mathcal{X}$ are clearly visible in the state space diagram in Figure 1.6, which has axial symmetries as well. Finally, we prove that triangular grid graphs satisfy property $\left(\mathrm{P}_{3}\right)$ in Chapter 6 by showing that that $V_{a}, V_{b}$ and $V_{c}$ are the only three maximum independent sets of these graphs.


Figure 2.7: The automorphism $\xi$ of the triangular grid graph $\mathcal{T}_{3,3}$ induced by axial symmetry along the dashed line

### 2.3 TRANSITION TIMES BETWEEN DOMINANT STATES

Given a symmetric partite conflict graph $G$, it is intuitive that the corresponding state space $\mathcal{X}$ on which the activity process $\{X(t)\}_{t \geq 0}$ evolves is highly symmetric. In this section, we illustrate the consequences of properties ( $\mathrm{P}_{1}$ )$\left(\mathrm{P}_{3}\right)$ for the structure of $\mathcal{X}$ and leverage this symmetry to derive results for the transition times between its dominant states, see Proposition 2.3.1 and Corollary 2.3.2. Furthermore, as already illustrated by (2.5), the stationary distribution of the activity process concentrates in the dominant states as $\sigma \rightarrow \infty$. Proposition 2.3 .3 complements this fact, by showing that the activity process started in a dominant state spends most of its time there until another dominant state is hit.
For compactness we henceforth we suppress from our notation the dependence on the activity factor $\sigma$ of all the random variables.

The first result exploits the automorphisms of the conflict graph $G$, whose existence is guaranteed by property ( P 2 ), to construct a coupling between different copies of the activity process and prove in this way properties of the activity process and the first hitting times $T_{\mathcal{D} \backslash\{x\}}^{x}$ with $x \in \mathcal{D}$.

Proposition 2.3.1 (Transition time properties). Let $\{X(t)\}_{t \geq 0}$ be the activity process on a symmetric K-partite network $G$. Then at stationarity, for every dominant state $x \in \mathcal{D}$ and every activity factor $\sigma$,
(i) The random variable $X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)$ has a uniform distribution over $\mathcal{D} \backslash\{x\}$;
(ii) The random variable $T_{\mathcal{D} \backslash\{x\}}^{x}$ does not depend on $x$;
(iii) The random variables $T_{\mathcal{D} \backslash\{x\}}^{x}$ and $X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)$ are independent.

Proof. Consider four dominant states $x, y, v, w \in \mathcal{D}$ such that $x \neq v$ and $y \neq w$, and the four corresponding components $V_{x}, V_{y}, V_{v}$ and $V_{w}$. Since $G$ is a symmetric K-partite conflict graph, by property ( $\mathrm{P}_{2}$ ) there exist two automorphisms $\xi_{1}$ and $\xi_{2}$ of the graph $G$ such that:

- $\xi_{1}\left(V_{x}\right)=V_{y}$, while all the other components are mapped to themselves (in particular $\xi_{1}\left(V_{v}\right)=V_{v}$ and $\xi_{1}\left(V_{w}\right)=V_{w}$ );
- $\xi_{2}\left(V_{v}\right)=V_{w}$, while all the other components are mapped to themselves (in particular $\xi_{2}\left(V_{x}\right)=V_{x}$ and $\xi_{2}\left(V_{y}\right)=V_{y}$ ).

In particular, $\xi_{1}$ maps the active nodes of $x$ into those of $y$, and $\xi_{2}$ maps the active nodes of $v$ into those of $w$. Note that since we did not assume that $x \neq y$ and $v \neq w$, we may have to consider the trivial automorphism in place of $\xi_{1}$ or $\xi_{2}$. Consider the composition $\xi=\xi_{1} \circ \xi_{2}$ of these two automorphisms (which is an automorphism itself). Such an automorphism $\xi$ induces a permutation $\bar{\xi}$ of the corresponding set $\mathcal{X}$ of admissible states on $G$, defined as

$$
\bar{\xi}(z)=\left(z_{\tilde{\zeta}(1)}, \ldots, z_{\tilde{\zeta}(N)}\right), \quad z \in \mathcal{X} .
$$

In fact, $\bar{\xi}$ is an automorphism of the state space diagram, seen as a graph with vertex set $\mathcal{X}$ and such that any pair of admissible states $z, z^{\prime} \in \mathcal{X}$ is connected by an edge if and only if $\left\|z-z^{\prime}\right\| \leq 1$. By construction, the automorphism $\bar{\xi}$ maps $x$ to $y$ and $v$ to $w$ simultaneously, i.e.

$$
\begin{equation*}
\bar{\xi}(x)=y, \quad \bar{\xi}(\mathcal{D} \backslash\{x\})=\mathcal{D} \backslash\{y\}, \quad \text { and } \quad \bar{\xi}(v)=w . \tag{2.6}
\end{equation*}
$$

Assume the activity process $\{X(t)\}_{t \geq 0}$ on the conflict graph $G$ to start in the dominant state $x$ at time 0 . Let $\{Y(t)\}_{t \geq 0}$ be the process that mimics the moves of the process $X(t)$ via the automorphism $\bar{\xi}$, i.e. set

$$
Y(t):=\bar{\xi}(X(t)), \quad \forall t \geq 0
$$

For any pair of admissible activity states $z, z^{\prime} \in \mathcal{X}$, any transition of the process $Y(t)$ from $u=\bar{\xi}(z)$ to $u^{\prime}=\bar{\xi}\left(z^{\prime}\right)$ is feasible and occurs at the same rate as the transition from $z$ to $z^{\prime}$, since $\bar{\xi}$ is an automorphism. Therefore, the processes $\{X(t)\}_{t \geq 0}$ and $\{Y(t)\}_{t \geq 0}$ are two copies of the activity process on the conflict graph $G$ living in the same probability space, and we have then defined in this way a coupling between them. In view of (2.6), this coupling immediately implies that the activity process $\{X(t)\}_{t \geq 0}$ started at $x$ hits a dominant state in $\mathcal{D} \backslash\{x\}$ precisely when the activity process $\{Y(t)\}_{t \geq 0}$ started at $y=\bar{\xi}(x)$ hits a dominant state in $\mathcal{D} \backslash\{y\}$. We claim that for every $x, y, v, w \in \mathcal{D}$ such that $x \neq v$ and $y \neq w$, we get

$$
\begin{equation*}
\mathbb{P}\left(X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)=v, T_{\mathcal{D} \backslash\{x\}}^{x} \leq t\right)=\mathbb{P}\left(Y\left(T_{\mathcal{D} \backslash\{y\}}^{y}\right)=w, T_{\mathcal{D} \backslash\{y\}}^{y} \leq t\right) \tag{2.7}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\mathbb{P}\left(X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)=v, T_{\mathcal{D} \backslash\{x\}}^{x} \leq t\right) & =\mathbb{P}\left(\bar{\xi}\left(X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)\right)=\bar{\xi}(v), T_{\bar{\zeta}(\mathcal{D} \backslash\{x\})}^{\bar{\xi}(x)} \leq t\right) \\
& =\mathbb{P}\left(Y\left(T_{\mathcal{D} \backslash\{y\}}^{y}\right)=w, T_{\mathcal{D} \backslash\{y\}}^{y} \leq t\right) .
\end{aligned}
$$

Taking $x=y$ and the limit $t \rightarrow \infty$ in (2.7), we obtain that for every $v, w \in$ $\mathcal{D} \backslash\{x\}$

$$
\mathbb{P}\left(X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)=v\right)=\mathbb{P}\left(Y\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)=w\right) .
$$

Using the fact that $\{X(t)\}_{t \geq 0}$ and $\{Y(t)\}_{t \geq 0}$ have the same statistical law, being two copies of the activity process, it then follows that the random variable $X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)$ has a uniform distribution over $\mathcal{D} \backslash\{x\}$, that is property (i). In particular,

$$
\begin{equation*}
\mathbb{P}\left(X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)=y\right)=\frac{1}{|\mathcal{D} \backslash\{x\}|}=\frac{1}{K-1} \tag{2.8}
\end{equation*}
$$

By summing over $v \in \mathcal{D} \backslash\{x\}$ in (2.7), we have that for every $w \in \mathcal{D} \backslash\{y\}$ and every $t \geq 0$

$$
\begin{equation*}
\mathbb{P}\left(T_{\mathcal{D} \backslash\{x\}}^{x} \leq t\right)=(K-1) \cdot \mathbb{P}\left(X\left(T_{\mathcal{D} \backslash\{y\}}^{y}\right)=w, T_{\mathcal{D} \backslash\{y\}}^{y} \leq t\right) \tag{2.9}
\end{equation*}
$$

By summing over $w \in \mathcal{D} \backslash\{y\}$ in (2.9), we obtain that for every $t \geq 0$

$$
\begin{equation*}
\mathbb{P}\left(T_{\mathcal{D} \backslash\{x\}}^{x} \leq t\right)=\mathbb{P}\left(T_{\mathcal{D} \backslash\{y\}}^{y} \leq t\right), \tag{2.10}
\end{equation*}
$$

proving property (ii). Substituting (2.10) into identity (2.9) and using (2.8), we deduce that every $y, w \in \mathcal{D}$ with $y \neq w$ and for every $t \geq 0$,

$$
\mathbb{P}\left(Y\left(T_{\mathcal{D} \backslash\{y\}}^{y}\right)=w, T_{\mathcal{D} \backslash\{y\}}^{y} \leq t\right)=\mathbb{P}\left(Y\left(T_{\mathcal{D} \backslash\{y\}}^{y}\right)=w\right) \mathbb{P}\left(T_{\mathcal{D} \backslash\{y\}}^{y} \leq t\right)
$$

that is property (iii).
Proposition 2.3.1 can be used to obtain the following stochastic representation for the transition time $T_{y}^{x}$ between two dominant states $x, y \in \mathcal{D}$ :
Corollary 2.3.2 (Stochastic representation of the transition time $T_{y}^{x}$ ). For $x, y \in$ $\mathcal{D}, x \neq y$ :

$$
\begin{equation*}
T_{y}^{x} \stackrel{d}{=} \sum_{i=1}^{N_{\mathcal{D}}} T^{(i)}, \tag{2.11}
\end{equation*}
$$

where $\left\{T^{(i)}\right\}_{i \in \mathbb{N}}$ is a sequence of i.i.d. random variables distributed as $T_{\mathcal{D} \backslash\{x\}}^{x}$ and $N_{\mathcal{D}}$ is an independent geometric random variable with success probability $1 /(K-1)$,

$$
\mathbb{P}\left(N_{\mathcal{D}}=m\right)=\left(\frac{K-2}{K-1}\right)^{m-1} \frac{1}{K-1}, \quad m \geq 1
$$

In particular,

$$
\begin{equation*}
\mathbb{E} T_{y}^{x}=(K-1) \cdot \mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x} . \tag{2.12}
\end{equation*}
$$

Furthermore, if additionally there exists a non-negative random variable $Y$ such that that

$$
\frac{T_{\mathcal{D} \backslash\{x\}}^{x}}{\mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x}} \stackrel{d}{\rightarrow} Y, \quad \text { as } \sigma \rightarrow \infty,
$$

then

$$
\begin{equation*}
\frac{T_{y}^{x}}{\mathbb{E} T_{y}^{x}} \xrightarrow{d} \frac{1}{\mathbb{E} N_{\mathcal{D}}} \sum_{i=1}^{N_{\mathcal{D}}} Y^{(i)}, \quad \text { as } \sigma \rightarrow \infty, \tag{2.13}
\end{equation*}
$$

where $\left\{Y^{(i)}\right\}_{i \in \mathbb{N}}$ is a sequence of i.i.d. random variables distributed as $Y$.
Proof. Let $N_{\mathcal{D}}$ be the random variable counting the number of non-consecutive visits of the activity process to dominant states until the dominant state $y$ is hit. In view of Proposition 2.3.1(i), the random variable $N_{\mathcal{D}}$ is geometrically distributed with success probability $\frac{1}{K-1}$, i.e.

$$
\mathbb{P}\left(N_{\mathcal{D}}=m\right)=\left(\frac{K-2}{K-1}\right)^{m-1} \frac{1}{K-1}, \quad m=1,2, \ldots
$$

Therefore $N_{\mathcal{D}}$ depends only on the number of dominant states and, in particular, it does not depend on the activity factor $\sigma$. The amount of time $T_{\mathcal{D} \backslash\{x\}}^{x}$ it takes for the activity process started in a dominant state $x$ to hit a different dominant state in $\mathcal{D} \backslash\{x\}$ does not depend on the starting dominant state, by virtue of Proposition 2.3.1(ii). In view of these considerations and using the independence property in Proposition 2.3.1(iii), we deduce (2.11). Identity (2.12) then immediately follows from Wald's identity, since both $N_{\mathcal{D}}$ and $T_{\mathcal{D} \backslash\{x\}}^{x}$ have finite expectation.

Lastly, we turn to the proof of the limit in distribution (2.13). Denoting by $\mathcal{L}_{A}(s)=\mathbb{E}\left(e^{-s A}\right)$, with $s \geq 0$, the Laplace transform of a random variable $A$, the stochastic representation (2.11) yields

$$
\mathcal{L}_{T_{y}^{x}}=G_{N_{\mathcal{D}}}\left(\mathcal{L}_{T_{\mathcal{D} \backslash\{x\}}^{x}}(s)\right),
$$

where $G_{N_{\mathcal{D}}}(\cdot)$ is the probability generating function of the random variable $N_{\mathcal{D}}$, i.e. $G_{N_{\mathcal{D}}}(z)=\mathbb{E}\left(z^{N_{\mathcal{D}}}\right)$ for every $z \in[0,1]$. By assumption we have that for any $x \in \mathcal{D}$,

$$
\mathcal{L}_{T_{\mathcal{D} \backslash\{x\}}^{x}} / \mathbb{E}_{\mathcal{D} \backslash\{x\}}^{x}(s) \rightarrow \mathcal{L}_{Y}(s), \quad \text { as } \sigma \rightarrow \infty
$$

Using the fact that $\mathbb{E} T_{y}^{x}=\mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x} \mathbb{E} N_{\mathcal{D}}$ and (2.12) we obtain

$$
\mathcal{L}_{T_{y}^{x} / \mathbb{E} T_{y}^{x}}=G_{N_{\mathcal{D}}}\left(\mathcal{L}_{T_{\mathcal{D} \backslash\{x\}}^{x}} / \mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x}\left(s / \mathbb{E} N_{\mathcal{D}}\right)\right) \xrightarrow{\sigma \rightarrow \infty} G_{N_{\mathcal{D}}}\left(\mathcal{L}_{Y}\left(s / \mathbb{E} N_{\mathcal{D}}\right)\right),
$$

and the continuity theorem for Laplace transforms yields the conclusion.
For any subset of states $A \subseteq \mathcal{X}$, let $O_{A}(t)$ denote the occupation time up to time $t$ of the subset $A$, which is the stochastic process counting the amount of time that the activity process spends in the subset $A$ in the time interval $[0, t]$,

$$
\begin{equation*}
O_{A}(t):=\int_{s=0}^{t} \mathbb{1}_{\{X(s) \in A\}} \mathrm{d} s, \tag{2.14}
\end{equation*}
$$

and let $U_{A}(t)$ denote the stochastic process counting the amount of time that the activity process does not spend in the subset $A$ in the time interval $[0, t]$,

$$
\begin{equation*}
U_{A}(t):=t-O_{A}(t)=\int_{s=0}^{t} \mathbb{1}_{\{X(s) \notin A\}} \mathrm{d} s . \tag{2.15}
\end{equation*}
$$

Note that the processes $\left\{O_{A}(t)\right\}_{t \geq 0}$ and $\left\{U_{A}(t)\right\}_{t \geq 0}$ both depend on the activity factor $\sigma$, since the activity process does, but we suppress the explicit dependence for compactness.

Assume that the activity process starts at time 0 in the dominant state $x \in \mathcal{D}$. The next result illustrates the intuitive fact that in the limit $\sigma \rightarrow \infty$ the activity process started in a state $x \in \mathcal{D} \backslash\{y\}$ at time 0 spends most of its time in dominant states in $\mathcal{D} \backslash\{y\}$ before hitting the dominant state $y$.

Proposition 2.3.3 (Average time spent in dominant states). Let $G$ be a symmetric K-partite network. Then, for every pair of dominant states $x, y \in \mathcal{D}$ with $x \neq y$, the activity process on $G$ started in $x$ at time 0 satisfies

$$
\begin{equation*}
\frac{\mathbb{E} U_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}} \downarrow 0, \quad \text { as } \sigma \rightarrow \infty, \tag{2.16}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathbb{E} O_{x}\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)}{\mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x}} \uparrow 1, \quad \text { as } \sigma \rightarrow \infty . \tag{2.17}
\end{equation*}
$$

Proof. First notice that the quantity $\mathbb{E} U_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right)$ is finite as long as $\mathbb{E} T_{y}^{x}$ is, since

$$
\mathbb{E} U_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right)=\mathbb{E} \int_{s=0}^{T_{y}^{x}} \mathbb{1}_{\{X(s) \notin \mathcal{D} \backslash\{y\}\}} \mathrm{d} s \leq \mathbb{E} \int_{s=0}^{T_{y}^{x}} \mathrm{~d} s=\mathbb{E} T_{y}^{x} .
$$

Note that $O_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right) \stackrel{d}{=} O_{x}\left(T_{y}^{x}\right)+O_{\mathcal{D} \backslash\{x, y\}}\left(T_{y}^{x}\right)$ and thus

$$
U_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right) \stackrel{d}{=} T_{y}^{x}-\left(O_{\mathcal{D} \backslash\{x, y\}}\left(T_{y}^{x}\right)+O_{x}\left(T_{y}^{x}\right)\right),
$$

and

$$
\begin{equation*}
\frac{\mathbb{E} U_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}}=1-\frac{\mathbb{E} O_{\mathcal{D} \backslash\{x, y\}}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}}-\frac{\mathbb{E} O_{x}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}} \tag{2.18}
\end{equation*}
$$

Consider the random time $T^{*}$ at which the activity process started in $x$ at time 0 returns to state $x$ after having visited state $y$. The random time $T^{*}$ is a regeneration point for the activity process and $T^{*} \stackrel{a}{=} T_{y}^{x}+T_{x}^{y}$. Since $T_{y}^{x} \stackrel{d}{=} T_{x}^{y}$ by virtue of Corollary 2.3.2, we derive

$$
\begin{equation*}
\mathbb{E} T^{*}=2 \mathbb{E} T_{y}^{x} \tag{2.19}
\end{equation*}
$$

The renewal-reward theorem (see for instance [130]) yields

$$
\begin{equation*}
\frac{\mathbb{E} O_{\mathcal{D} \backslash\{x, y\}}\left(T^{*}\right)}{\mathbb{E} T^{*}}=\pi(\mathcal{D} \backslash\{x, y\}) \tag{2.20}
\end{equation*}
$$

Furthermore,

$$
\begin{equation*}
\mathbb{E} O_{\mathcal{D} \backslash\{x, y\}}\left(T^{*}\right)=\mathbb{E} O_{\mathcal{D} \backslash\{x, y\}}\left(T_{y}^{x}\right)+\mathbb{E} O_{\mathcal{D} \backslash\{x, y\}}\left(T_{x}^{y}\right)=2 \mathbb{E} O_{\mathcal{D} \backslash\{x, y\}}\left(T_{y}^{x}\right) \tag{2.21}
\end{equation*}
$$

Combining (2.19)-(2.21) gives

$$
\begin{equation*}
\frac{\mathbb{E O}_{\mathcal{D} \backslash\{x, y\}}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}}=\pi(\mathcal{D} \backslash\{x, y\}) \uparrow \frac{K-2}{K}, \quad \text { as } \sigma \rightarrow \infty . \tag{2.22}
\end{equation*}
$$

Using again the renewal-reward theorem, we get that

$$
\frac{\mathbb{E} O_{x}\left(T^{*}\right)}{\mathbb{E} T^{*}}=\pi(x)
$$

and, from (2.19) and the fact that $\mathbb{E} O_{x}\left(T^{*}\right)=\mathbb{E} O_{x}\left(T_{y}^{x}\right)$ it follows that

$$
\begin{equation*}
\frac{\mathbb{E} O_{x}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}}=2 \cdot \pi(x) \uparrow \frac{2}{K^{\prime}}, \quad \text { as } \sigma \rightarrow \infty . \tag{2.23}
\end{equation*}
$$

Combining (2.18), (2.22) and (2.23) gives

$$
\frac{\mathbb{E} U_{\mathcal{D} \backslash\{y\}}\left(T_{y}^{x}\right)}{\mathbb{E} T_{y}^{x}} \downarrow 1-\frac{K-2}{K}-\frac{2}{K}=0, \quad \text { as } \sigma \rightarrow \infty .
$$

Consider the random time $T^{\prime}$ at which the activity process started in $x$ at time 0 returns to state $x$ after having visited a state in the subset $\mathcal{D} \backslash\{x\}$. The random time $T^{\prime}$ is a regeneration epoch for the activity process and, invoking (2.12), its expected value satisfies the identity

$$
\begin{align*}
\mathbb{E} T^{\prime} & =\mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x}+\sum_{z \in \mathcal{D} \backslash\{x\}} \mathbb{P}\left(X\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)=z\right) \mathbb{E} T_{x}^{z} \\
& =(K-1) \cdot E T_{y}^{x}+\mathbb{E} T_{x}^{y}=K \cdot \mathbb{E} T_{\mathcal{D} \backslash\{x\}^{\prime}} \tag{2.24}
\end{align*}
$$

where we have used Proposition 2.3.1 and (2.12). The renewal-reward theorem says that $\frac{\mathbb{E} O_{x}\left(T^{\prime}\right)}{\mathbb{E} T^{\prime}}=\pi(x)$, and, from (2.24) and the fact that $\mathbb{E} O_{x}\left(T^{\prime}\right)=$ $\mathbb{E} O_{x}\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)$ we get

$$
\frac{\mathbb{E} O_{x}\left(T_{\mathcal{D} \backslash\{x\}}^{x}\right)}{\mathbb{E} T_{\mathcal{D} \backslash\{x\}}^{x}}=K \cdot \pi(x) \uparrow 1, \quad \text { as } \sigma \rightarrow \infty .
$$

### 2.4 STABILITY OF THE QUEUE-LENGTH PROCESS

In this section we prove that for a sufficiently large activity factor $\sigma$ all queuelength processes $\left\{Q_{i}(t)\right\}_{t \geq 0}, i=1, \ldots, N$, on symmetric $K$-partite networks are positive recurrent when the normalized load $\rho=K \lambda / \mu$ is strictly smaller than 1 . The crucial idea is that for sufficiently large $\sigma$ the activity process spends a sufficiently large fraction of time in dominant states, so that the buffer content at each node has a negative expected drift. Furthermore, in Proposition 2.4 .3 we show specifically how large the activity factor should be in order for positive recurrence to be feasible.

Although the aim of this section is to prove stability results for symmetric K-partite networks, the next two auxiliary results hold in more generality. Consider the activity process $\{X(t)\}_{t \geq 0}$ on a general conflict graph $G=(V, E)$ of $N$ nodes with heterogeneous rates. In particular, node $i$ has back-off rate $v_{i}$,
transmission rate $\mu_{i}$, probability $p_{i}$ of entering back-off after a transmission is completed, and packet arrival rate $\lambda_{i}$, so that its load is $\rho_{i}=\frac{\lambda_{i}}{\mu_{i}}$.

The first auxiliary result relates the average time that a given node is active in the time interval $[0, t]$ and the average number of packet transmissions of a node up to time $t$. Consider a node $i$ and assume that the activity process starts at time 0 in a state $x \in \mathcal{X}$ such that $x_{i}=0$. Denote by $S_{i}(t)$ the stochastic process counting the number of transmission completions at node $i$ in the time interval $[0, t]$ and by $A_{i}(t)$ the cumulative amount of time that node $i$ has been active in the time interval $[0, t]$,

$$
A_{i}(t):=\int_{s=0}^{t} X_{i}(s) \mathrm{d} s, \quad t \geq 0
$$

It is implicit in these definitions that $S_{i}(0)=0$ and $A_{i}(0)=0$. Define the continuous-time process

$$
M_{i}(t):=S_{i}(t)-\mu_{i} A_{i}(t), \quad t \geq 0
$$

Let $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ be the natural filtration of the Markov process $\{X(t), Q(t)\}_{t \geq 0}$.
Proposition 2.4.1 $\left(M(t)\right.$ is a martingale). The stochastic process $\left\{M_{i}(t)\right\}_{t \geq 0}$ is a $\mathcal{F}_{t}$-martingale. In particular, for every $t \geq 0$,

$$
\begin{equation*}
\mathbb{E} S_{i}(t)=\mu_{i} \mathbb{E} A_{i}(t) \tag{2.25}
\end{equation*}
$$

Proof. For simplicity, consider first the case in which $p_{i}=1$ for every $i=$ $1, \ldots, N$, so that node $i$ always enters back-off after a transmission is completed. The process $\left\{M_{i}(t)\right\}_{t \geq 0}$ is clearly adapted to the filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$, since the processes $S_{i}(t)$ and $A_{i}(t)$ are $\mathcal{F}_{t}$-measurable for every $t \geq 0$. Furthermore, for any $t \geq 0$,

$$
-\mu_{i} A_{i}(t) \leq_{\text {st }} M_{i}(t) \leq_{\text {st }} S_{i}(t)
$$

and thus $\mathbb{E}\left|M_{i}(t)\right| \leq \max \left\{\mu_{i} \mathbb{E} A_{i}(t), \mathbb{E} S_{i}(t)\right\} \leq \mu_{i} t$. Finally, the identity

$$
\mathbb{E}\left(S_{i}(t)-S_{i}(s) \mid \mathcal{F}_{s}\right)=\mu_{i} \mathbb{E}\left(A_{i}(t)-A_{i}(s) \mid \mathcal{F}_{s}\right)
$$

holds, since the number of completed transmissions during a time interval of length $l$ where node $i$ is continuously active has a Poisson distribution with rate $\mu_{i} l$.

It is easy to see that the same arguments hold also in the case where the probability $p_{i}$ for node $i$ to enter back-off after a transmission is completed is strictly smaller than 1 . Indeed, having $p_{i}<1$ influences only the backoff periods (in particular how often they occur), but it has no influence on the relation between $S_{i}(t)$ and $A_{i}(t)$, as long as the transmission times are exponentially distributed.

The second auxiliary result proves that $\rho_{i}<\theta_{i}$ for all $i=1, \ldots, N$ is a sufficient and necessary condition for the queue-length process at each node to be positive recurrent, as claimed in Subsection 1.2.3.

Proposition 2.4.2 (Queue-length process is positive recurrent). Consider a network described by a conflict graph $G$ of $N$ nodes. Then all queue-length processes $\left\{Q_{i}(t)\right\}_{t \geq 0}, i=1, \ldots, N$, are positive recurrent if and only if

$$
\begin{equation*}
\rho_{i}<\theta_{i}, \quad \forall i=1, \ldots, N . \tag{2.26}
\end{equation*}
$$

Proof. The activity process on $G$ is an irreducible Markov process on $\mathcal{X}$, which is a finite state space, and therefore any activity state can be seen as renewal point. Consider the activity state where all nodes are inactive, which we denote by $0 \in \mathcal{X}$. The moments at which the activity process $\{X(t)\}_{t \geq 0}$ hits 0 are regeneration epochs with regeneration time $\tau:=T_{0}^{0}$. Consider node $i$ and define $\left\{\hat{Q}_{n}\right\}_{n \in \mathbb{N}}$ to be the queue-length process at node $i$ embedded at the epochs when the activity process hits the state $\mathbf{0}$. Thanks to the strong Markov property, this latter process is an irreducible time-homogeneous Markov chain on $\mathbb{N}$. Denote by $S_{n}$ the number of (potential) packet transmissions during the $n$-th cycle (which counts also the transmissions of dummy packets) and by $R_{n}$ the total number of packets which arrived during the $n$-th cycle. By construction, these two random variables are independent of each other and independent from those of different cycles. We claim that the following inequality holds for every $n \in \mathbb{N}$ :

$$
\hat{Q}_{n+1} \leq\left(\hat{Q}_{n}-S_{n}\right)^{+}+R_{n} .
$$

Indeed, we underestimate the total number of packets served by allowing transmission only of the awaiting packets which arrived in the previous cycles. Consider now another fictitious Markov chain $\left\{\bar{Q}_{n}\right\}_{n \in \mathbb{N}}$ defined by the initial condition $\bar{Q}(0)=\hat{Q}(0)$ and by the classical Lindley recursion $\bar{Q}_{n+1}=\left(\bar{Q}_{n}-\right.$ $\left.S_{n}+R_{n}\right)^{+}$. Clearly,

$$
\hat{Q}_{n} \leq \bar{Q}_{n}+R_{n}, \quad \forall n \in \mathbb{N},
$$

hence if 0 is a positive recurrent state for $\left\{\bar{Q}_{n}\right\}_{n \in \mathbb{N}}$, then it is so for $\left\{\hat{Q}_{n}\right\}_{n \in \mathbb{N}}$ as well, since there is a positive probability that $R_{n}=0$. Let $Y$ be a random variable distributed as $R-S$. It is well known that 0 is a positive recurrent state for the Markov chain $\left\{\bar{Q}_{n}\right\}_{n \in \mathbb{N}}$ if $\mathbb{E} Y<0$. We will show that this is indeed the case. The average number $\mathbb{E} S$ of packet transmissions during a cycle at node $i$ is equal to the transmission rate $\mu_{i}$ multiplied by the average cumulative amount of time that node $i$ is active in such a cycle, in view of Proposition 2.4.1, and thus

$$
\mathbb{E} S=\mathbb{E} S_{i}(\tau)=\mu_{i} \mathbb{E} A_{i}(\tau)
$$

Therefore,

$$
\mathbb{E} Y=\mathbb{E} R-\mathbb{E} S=\lambda_{i} \mathbb{E} \tau-\mu_{i} \mathbb{E} A_{i}(\tau)=\lambda_{i} \mathbb{E} \tau-\mu_{i} \frac{\mathbb{E} A_{i}(\tau)}{\mathbb{E} \tau} \mathbb{E} \tau=\left(\lambda_{i}-\mu_{i} \theta_{i}\right) \mathbb{E} \tau
$$

where the last equality follows by the renewal-reward theorem, since

$$
\frac{\mathbb{E} A_{i}(\tau)}{\mathbb{E} \tau}=\lim _{t \rightarrow \infty} \frac{1}{t} \int_{0}^{t} X_{i}(s) \mathrm{d} s=\sum_{x \in \mathcal{X}} \pi(x) x_{i}=\theta_{i}
$$

Since $\mathbb{E} \tau>0$, assumption (2.26) immediately yields that $\mathbb{E} Y<0$. Therefore, also for the chain $\left\{\hat{Q}_{n}\right\}_{n \in \mathbb{N}}$ the state 0 is positive recurrent and, since the cycle time has finite expectation (the Markov process $\{X(t)\}_{t \geq 0}$ is irreducible on a finite state space, hence positive recurrent), it follows that the original continuous-time process $\left\{Q_{i}(t)\right\}_{t \geq 0}$ is positive recurrent as well. For the converse implication, it is easy to show that if $\rho_{i} \geq \theta_{i}$ for some $i=1, \ldots, N$, then the queue-length process $\left\{Q_{i}(t)\right\}_{t \geq 0}$ is not positive recurrent.

We now return to the case of symmetric K-partite graphs with homogeneous rates. As mentioned earlier in this section, the fraction of time $\theta$ that each individual node is active will approach $1 / K$ arbitrarily closely for sufficiently large values of $\sigma$. This suggests that $\rho=\frac{K \lambda}{\mu}<1$ is sufficient for stability of the queue-length process at each node for large enough values of the activity factor $\sigma$. We now show that this is indeed the case. If $\rho<1$, there exists an $\epsilon>0$ such that

$$
\frac{\lambda}{\mu}<\frac{1}{K}-\epsilon .
$$

Since for every node $\theta \uparrow \frac{1}{R}$ as $\sigma \rightarrow \infty$, there exists an activity factor $\sigma_{\epsilon}$ such that $\theta>\frac{1}{K}-\epsilon$. This fact implies that for a sufficiently large activity factor $\sigma>\sigma_{\epsilon}$, for every node the inequality $\frac{\lambda}{\mu}<\theta$ holds, and thus all queue-length processes $\left\{Q(t)_{i}\right\}_{t \geq 0}, i=1, \ldots, N$, are positive recurrent by virtue of Proposition 2.4.2.

Furthermore, for symmetric K-partite networks we can obtain an explicit lower bound in terms of the normalized load $\rho$ for the value of the activity factor $\sigma$ that is required for all the queues to be stable. The lower bound, presented in the next proposition, implies that $\sigma$ should be of the same order as $(1-\rho)^{-1}$, corroborating the intuition that a high activity factor is necessary to cope with a high load.

Proposition 2.4.3 (Necessary condition on the activity factor for stability). Consider a symmetric K-partite network $G=(V, E)$ on $N$ nodes with $N / K>1$. Then, in order to for all queues to be stable, it is required that

$$
\sigma>\frac{1}{1-\rho}-\frac{N}{K}
$$

Proof. We have already proved in Proposition 2.4.2 that

$$
\rho_{i}<\theta_{i}, \quad \forall i=1, \ldots, N,
$$

is a necessary condition for all queue-length processes to be positive recurrent. These inequalities imply that the aggregate load must be smaller than the mean total number of active nodes, yielding

$$
\begin{align*}
N \frac{\lambda}{\mu} & =\sum_{i \in V} \rho_{i}<\sum_{i \in V} \theta_{i}=\sum_{i \in V} \sum_{x \in \mathcal{X}} \pi(x) x_{i}=\sum_{x \in \mathcal{X}} \pi(x) \sum_{i \in V} x_{i} \\
& \leq \frac{N}{K} \sum_{x \in \mathcal{D}} \pi(x)+\left(\frac{N}{K}-1\right) \sum_{x \in \mathcal{X} \backslash \mathcal{D}} \pi(x)=\frac{N}{K}-\sum_{x \in \mathcal{X} \backslash \mathcal{D}} \pi(x) . \tag{2.27}
\end{align*}
$$

We have implicitly used the fact that all the components have $N / K>1$ nodes and that any non-dominant states have at most $N / K-1$ active nodes. By definition the normalized load $\rho$ is equal to $K \lambda / \mu$, so it follows from (2.27) that

$$
\rho<1-\frac{K}{N} \pi(\mathcal{X} \backslash \mathcal{D})
$$

or, equivalently,

$$
\begin{equation*}
\pi(\mathcal{D})>1-\frac{N}{K}(1-\rho) \tag{2.28}
\end{equation*}
$$

On the other hand, the fraction of time that the system spends in the subset $\mathcal{D}$ of dominant states in the long-run obeys

$$
\begin{align*}
\pi(\mathcal{D}) & =\sum_{x \in \mathcal{D}} \pi(x)=\sum_{x \in \mathcal{D}} Z^{-1} \sigma^{N / K}=Z^{-1} K \sigma^{N / K} \\
& \leq \frac{K \sigma^{N / K}}{K \sigma^{N / K}+N / K \cdot K \sigma^{N / K-1}}=\frac{K \sigma}{K \sigma+N} \tag{2.29}
\end{align*}
$$

Combining inequalities (2.28) and (2.29), we obtain

$$
\sigma>\frac{1-\frac{N}{K}(1-\rho)}{1-\rho}=\frac{1}{1-\rho}-\frac{N}{K} .
$$

### 2.5 AVERAGE STEADY-STATE DELAY LOWER BOUNDS

In this section we derive lower bounds for the average steady-state packet delay in symmetric partite networks. In the prologue of this chapter we have highlighted the three crucial ideas behind the proof. The first of these three observations has already been formalized by Proposition 2.4.3 in the previous section. As far as the second observation is concerned, an intuitive explanation is given in Chapter 1 and the precise results will be provided in Chapter 4. The third observation states that the long-term average packet delay at any node in the network is intimately related to the average transition time between dominant states. This section is devoted this latter observation, which is formalized by Theorem 2.5 .1 below.

We henceforth assume $\mu$ to be fixed, and when we write $\sigma \rightarrow \infty$, we allow for either $v \rightarrow \infty, p \downarrow 0$, or both. For compactness we only attach $\sigma$ in brackets to various quantities to reflect the dependence on both $v$ and $p$ in limit statements for $\sigma \rightarrow \infty$.

Let $\mathbb{E} W(\sigma)$ be the long-term average packet delay (waiting time plus service time) of a given node, where again the attached $\sigma$ in brackets describes the dependence on both $v$ and $p$.
Theorem 2.5.1 (Long-term Average Delay). Consider a symmetric K-partite network $G$. For any dominant states $x, y \in \mathcal{D}$ with $x \neq y$,

$$
\liminf _{\sigma \rightarrow \infty} \frac{\mathbb{E} W(\sigma)}{\mathbb{E} T_{y}^{x}(\sigma)} \geq \frac{K-1}{2(K-\rho)}
$$

Proof. Assume that the activity process starts in a dominant state $x$ and consider a node, say node $i$, that is active in a different dominant state, say $y \neq x$. Recall that properties $\left(\mathrm{P}_{1}\right)$ and $\left(\mathrm{P}_{3}\right)$ imply that node $i$ is inactive in all the other dominant states in $\mathcal{D}^{*}:=\mathcal{D} \backslash\{y\}$. Let

$$
\begin{equation*}
\mathbb{E} L=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t=0}^{T} L(t) \mathrm{d} t \tag{2.30}
\end{equation*}
$$

with $L(t)$ denoting the queue length at node $i$ at time $t$, i.e. the total number of packets, including the packet that may possibly be in the process of being transmitted. Assuming that $\mathbb{E} W$ exists, Little's law can then be invoked to conclude that $\mathbb{E} L=\lambda \mathbb{E} W$ exists as well, so it suffices to establish a lower bound for $\mathbb{E} L$.

The fact that the quantity $\mathbb{E} L$ in (2.30) is well defined is guaranteed by the renewal-reward theorem, which is valid for $\{L(t)\}_{t \geq 0}$, since it is the projection (which is a measurable function) of a positive recurrent regenerative process $\{X(t), Q(t)\}$, with the same regeneration time $\tau^{*}$ of the original process $\{X(t), Q(t)\}_{t \geq 0}$, with $\mathbb{E} \tau^{*}<\infty$ and $\mathbb{E} \int_{0}^{\tau^{*}} L(t) \mathrm{d} t<\infty$. Furthermore [130, Theorem 2.1] states that

$$
\mathbb{E} L=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} L(t) \mathrm{d} t \stackrel{\text { w.p. } . ~}{=} \frac{\mathbb{E}\left[\int_{0}^{\tau^{*}} L(t) \mathrm{d} t\right]}{\mathbb{E} \tau^{*}}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \mathbb{E} L(t) \mathrm{d} t .
$$

By definition, $L(t)$ increases whenever a packet arrives at the node, as governed by a Poisson process of rate $\lambda$. Further observe that $L(t)$ cannot decrease when the activity process resides in any of the $K-1$ dominant states different from $y$, since they preclude the activity of node $i$. When the activity process does not reside in a dominant state in $\mathcal{D}^{*}$, node $i$ could potentially be active, and $L(t)$ decreases whenever a transmission is completed and there are packets in the node $(L(t) \neq 0)$.

In order to derive a lower bound for $\mathbb{E} L$, we consider an alternating renewal process. Let $\{Z(t)\}_{t \geq 0}$ be the process with $Z(0)=L(0)$ that increases at rate $\lambda$ when the activity process resides in the subset of dominant states $\mathcal{D}^{*}$ and decreases at rate $\lambda-\mu$ at all other times, as long as $Z(t)$ is positive. We will show later that $\{Z(t)\}_{t \geq 0}$ is a regenerative process and that the quantity

$$
\begin{equation*}
\mathbb{E} Z=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t=0}^{T} Z(t) \mathrm{d} t \tag{2.32}
\end{equation*}
$$

is well defined. Let us show first that $\mathbb{E} L \geq \mathbb{E} Z$ almost surely. Denote by $\{R(t)\}_{t \geq 0}$ the packet arrival process at node $i$, which is a Poisson process of rate $\lambda$. Let $S^{\text {true }}(t)$ be the integer-valued random variable counting the total number of completed transmissions up to time $t$, excluding the transmissions of dummy packets. By definition, we have that for every $t \geq 0$,

$$
\mathbb{E} L(t)=\mathbb{E} R(t)-\mathbb{E} S^{\text {true }}(t)
$$

and, since the left-hand side is always non-negative, so is the right-hand side. Moreover, since the process $S(t)$ counts all completed transmissions up to time $t$, the following stochastic inequality holds

$$
\begin{equation*}
S(t) \geq_{\text {st }} S^{\text {true }}(t), \quad \forall t \geq 0 \tag{2.33}
\end{equation*}
$$

Combining these facts, we obtain that for every $t \geq 0$,

$$
\left.\begin{array}{rl}
\mathbb{E} L(t)= & \mathbb{E} R(t)-\mathbb{E} S^{\text {true }}(t)
\end{array}\right)[\mathbb{E} R(t)-\mathbb{E} S(t)]^{+} .
$$

Hence, it follows from (2.31) and (2.34) that

$$
\begin{align*}
\mathbb{E} L & =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} L(t) \mathrm{d} t \stackrel{\text { w.p. }}{=} \lim _{T \rightarrow \infty} \frac{1}{T} \int_{t=0}^{T} \mathbb{E} L(t) \mathrm{d} t \\
& \stackrel{(2.34)}{\geq} \lim _{T \rightarrow \infty} \frac{1}{T} \int_{t=0}^{T} \mathbb{E} Z(t) \mathrm{d} t \stackrel{\text { w.p. } 1}{=} \lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} Z(t) \mathrm{d} t . \tag{2.35}
\end{align*}
$$

We will now show that $\{Z(t)\}_{t \geq 0}$ is a regenerative process and derive a lower bound for the quantity $\mathbb{E} Z$. We say that a bad renewal period starts each time we observe a first entrance into a dominant state in $\mathcal{D}^{*}=\mathcal{D} \backslash\{y\}$ after a visit to the dominant state $y$, and likewise a good renewal period starts each time the process enters the dominant state $y$ for the first time after a visit to another dominant state in $\mathcal{D}^{*}$. Thus the lengths of the good and bad renewal periods correspond to the transition times $T_{\mathcal{D}^{*}}^{y}$ and $T_{y}^{x}$ (for any $x \in \mathcal{D}^{*}$ thanks to the symmetry), respectively. We define a cycle as the period consisting of a bad and subsequent good renewal period.

Let $U_{\mathcal{D}^{*}}$ be the random variable representing the amount of time during a bad renewal period that the activity process $\{X(t)\}_{t \geq 0}$ does not reside in the subset $\mathcal{D}^{*}$. Since the dominant state $y$ cannot be visited during a bad renewal period, the random variable $U_{\mathcal{D}^{*}}$ counts the total amount of time spent in non-dominant states during a bad renewal period. Thanks to the regenerative structure of the process $\{Z(t)\}_{t \geq 0}$, if $X(0)=x$ for any $x \in \mathcal{D}^{*}$ we have

$$
U_{\mathcal{D}^{*}}=\int_{s=0}^{T_{y}^{x}} \mathbb{1}_{\left\{X(s) \notin \mathcal{D}^{*}\right\}} \mathrm{d} s .
$$

Using the notation introduced in Section 2.3, we have $U_{\mathcal{D}^{*}} \stackrel{d}{=} U_{\mathcal{D}^{*}}\left(T_{y}^{x}\right)$ and, in particular, Proposition 2.3.3 applies.

In order to evaluate the quantity (2.32), let $T_{k}$ and $V_{k}$ be the durations of the $k$-th bad and $k$-th good renewal periods, respectively. Let $U_{k}$ be the amount of time that the activity process does not reside in $\mathcal{D}^{*}$ during the $k$-th bad renewal period, and let $S_{m}=\sum_{k=1}^{m}\left(T_{k}+V_{k}\right)$ be the duration of the first $m \mathrm{cy}$ cles. Note that $T_{k}$ and $V_{k}$ are i.i.d. copies of the random variables $T_{y}^{x}$ and $T_{\mathcal{D}^{*}}^{y}$, respectively. Assume that a bad renewal period starts at time 0 with $Z(0)=0$, and define the random variable $M=\inf \left\{m \geq 1: Z\left(S_{m}\right)=0\right\}$. Observe that


Figure 2.8: Sample path of the process $Z(t)$, with $M=4$
$S_{M}$ is a regeneration epoch for the process $\{Z(t)\}_{t \geq 0}$, and hence the renewalreward theorem implies that

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t=0}^{T} Z(t) \mathrm{d} t=\frac{\mathbb{E} \int_{t=0}^{S_{M}} Z(t) \mathrm{d} t}{\mathbb{E} S_{M}} \tag{2.36}
\end{equation*}
$$

Considering the denominator, it follows from Wald's equation, symmetry considerations and (2.12) that

$$
\begin{equation*}
\mathbb{E} S_{M}=\mathbb{E} M\left(\mathbb{E} T_{y}^{x}+\mathbb{E} T_{\mathcal{D}^{*}}^{y}\right)=K \cdot \mathbb{E} M \cdot \mathbb{E} T_{\mathcal{D}^{*}}^{y}=\frac{K}{K-1} \mathbb{E} M \cdot \mathbb{E} T_{y}^{x} \tag{2.37}
\end{equation*}
$$

Turning attention to the numerator in (2.36), we first condition on the number of cycles $M$ that have elapsed by the regeneration epoch, the durations $T_{1}, T_{2}, \ldots, T_{M}$ of the bad renewal periods involved, and the amounts of time $U_{1}, U_{2}, \ldots, U_{M}$ that the activity process does not reside in $\mathcal{D}^{*}$. When $U_{k}=0$, inspection of Figure 2.8 shows that the area of the triangle associated with the $k$-th cycle is

$$
\frac{1}{2} \lambda T_{k}^{2}+\frac{1}{2} \frac{\lambda^{2}}{\mu-\lambda} T_{k}^{2}=\frac{1}{2} \frac{\lambda \mu}{\mu-\lambda} T_{k}^{2}
$$

while the area of the parallelogram associated with the $k$-th cycle is

$$
Z_{k}\left(T_{k}+\frac{\lambda}{\mu-\lambda} T_{k}\right)=\frac{\mu}{\mu-\lambda} Z_{k} T_{k}
$$

with $Z_{k}=Z\left(S_{k}\right)$ the value of the process $Z(\cdot)$ at the start of the $k$-th cycle.
In general, when $U_{k}$ may not be zero, a similar geometric construction leads to the conclusion that the two areas are

$$
\frac{1}{2} \lambda T_{k}\left(T_{k}-\frac{\mu}{\lambda} U_{k}\right)+\frac{1}{2} \frac{\lambda^{2}}{\mu-\lambda}\left(T_{k}-\frac{\mu}{\lambda} U_{k}\right)^{2} \geq \frac{1}{2} \frac{\lambda \mu}{\mu-\lambda}\left(T_{k}-\frac{\mu}{\lambda} U_{k}\right)^{2}
$$

and

$$
Z_{k}\left(T_{k}+\frac{\lambda}{\mu-\lambda}\left(T_{k}-\frac{\mu}{\lambda} U_{k}\right)\right)=\frac{\mu}{\mu-\lambda} Z_{k}\left(T_{k}-U_{k}\right)
$$

respectively. Unconditioning, i.e. taking expectations with respect to the number of cycles $M$ and the random variables $T_{k}$ and $U_{k}, k=1, \ldots, M$, we find

$$
\mathbb{E} \int_{t=0}^{S_{M}} Z(t) \mathrm{d} t \geq \frac{1}{2} \frac{\lambda \mu}{\mu-\lambda} \mathbb{E}\left(\sum_{k=1}^{M}\left(T_{k}-\frac{\mu}{\lambda} U_{k}\right)^{2}\right)+\frac{\mu}{\mu-\lambda} \mathbb{E}\left(\sum_{k=1}^{M} Z_{k}\left(T_{k}-U_{k}\right)\right) .
$$

Since $\mathbb{E}\left(\sum_{k=1}^{M} Z_{k}\left(T_{k}-U_{k}\right)\right) \geq 0$, this inequality, together with (2.37), yields

$$
\begin{aligned}
\frac{\mathbb{E} \int_{t=0}^{S_{M}} Z(t) \mathrm{d} t}{\mathbb{E} S_{M}} & \geq \frac{K-1}{2 K} \frac{\lambda \mu}{(\mu-\lambda) \mathbb{E} T_{y}^{x}} \frac{\mathbb{E}\left(\sum_{k=1}^{M}\left(T_{k}-\frac{\mu}{\lambda} U_{k}\right)^{2}\right)}{\mathbb{E} M} \\
& =\frac{K-1}{2 K} \frac{\lambda \mu}{(\mu-\lambda) \mathbb{E} T_{y}^{x}} \mathbb{E}\left(T_{y}^{x}-\frac{\mu}{\lambda} U_{\mathcal{D}^{*}}\right)^{2},
\end{aligned}
$$

where the random variables $T_{y}^{x}$ and $U_{\mathcal{D}^{*}}$ have the joint distribution of the duration of a bad renewal period and the amount of time that the activity process does not reside in $\mathcal{D}^{*}$ during that period. Applying Jensen's inequality, we obtain

$$
\begin{aligned}
\frac{\mathbb{E} \int_{t=0}^{S_{M}} Z(t) \mathrm{d} t}{\mathbb{E} S_{M}} & \geq \frac{K-1}{2 K} \frac{\lambda \mu}{(\mu-\lambda) \mathbb{E} T_{y}^{x}}\left(\mathbb{E} T_{y}^{x}-\frac{\mu}{\lambda} \mathbb{E} U_{\mathcal{D}^{*}}\right)^{2} \\
& \geq \frac{K-1}{2 K} \frac{\lambda \mu}{\mu-\lambda} \mathbb{E} T_{y}^{x}\left(1-\frac{\mu}{\lambda} \frac{\mathbb{E} U_{\mathcal{D}^{*}}}{\mathbb{E} T_{y}^{x}}\right)^{2} .
\end{aligned}
$$

In view of (2.16), we find that for any $\delta>0$, the liminf of the latter expression (for large values of $\sigma$ ) is bounded from below by

$$
\frac{K-1}{2 K} \frac{\lambda \mu}{\mu-\lambda} \mathbb{E} T_{y}^{x}\left(1-\delta \frac{\mu}{\lambda}\right)^{2} .
$$

Since $\delta>0$ is arbitrary, we deduce

$$
\liminf _{\sigma \rightarrow \infty} \frac{\mathbb{E} L}{\mathbb{E} T_{y}^{x}} \geq \frac{(K-1) \lambda}{2 K} \frac{\mu}{\mu-\lambda}=\frac{(K-1) \lambda}{2(K-\rho)}
$$

and the statement of the theorem then follows by applying Little's law.
Remark. As mentioned in Chapter 1, the stationary distribution of the activity process is insensitive with respect to the distribution of the back-off and transmission times. However, this insensitivity property does not apply to the transient behavior of the activity process and, in particular, to transition times. In fact, for non-exponential distributions, the activity process is no longer Markovian, unless one adopts a more elaborate state space description. Nevertheless, we expect that some of the results extend to non-exponential distributions as well, in view of the fact that the order of magnitude of transition times is closely related with (ratios of) stationary probabilities. A detailed investigation of this more general scenario is beyond the scope of this thesis and could be an interesting topic for further research.

### 2.6 DELAY SCALING IN SYMMETRIC PARTITE NETWORKS

In this section we derive the average long-term delay scaling for symmetric partite networks and then illustrate in more detail the results for the specific networks introduced in Section 2.2. The main result of this section shows that, in order to determine the asymptotic scaling of the average delay in symmetric partite networks, the key quantity to study is the asymptotic order of magnitude $\Gamma(G)$ of the average transition time between dominant states when $\sigma$ grows large. The proof combines the lower bound for the activity factor $\sigma$ given in Proposition 2.4.3 and the deep connection between delay and transition times established in Theorem 2.5.1.

Corollary 2.6.1 (Asymptotic delay scaling). Consider a symmetric K-partite network $G$. Assume further that there exists a constant $\Gamma(G)>0$ such that for any pair of dominant states $x, y \in \mathcal{D}$

$$
\begin{equation*}
\lim _{\sigma \rightarrow \infty} \frac{\log \mathbb{E} T_{y}^{x}(\sigma)}{\log \sigma}=\Gamma(G)>0 \tag{2.38}
\end{equation*}
$$

If all queues are stable, then

$$
\begin{equation*}
\underset{\rho \uparrow 1}{\liminf } \log _{\frac{1}{1-\rho}} \mathbb{E} W(\rho)=\liminf _{\rho \uparrow 1} \frac{\log \mathbb{E} W(\rho)}{\log \left(\frac{1}{1-\rho}\right)} \geq \Gamma(G) . \tag{2.39}
\end{equation*}
$$

Proof. By inspecting the final part of the proof of Theorem 2.5.1, we see that

$$
\begin{align*}
\liminf _{\sigma \rightarrow \infty} \log \mathbb{E} W(\rho) & \geq \liminf _{\sigma \rightarrow \infty} \log \left(\frac{K-1}{2(K-\rho)} \mathbb{E} T_{y}^{x}(\sigma)\right) \\
& \geq \log \left(\frac{1}{4}\right)+\liminf _{\sigma \rightarrow \infty} \log \mathbb{E} T_{y}^{x}(\sigma) . \tag{2.40}
\end{align*}
$$

In order for each of the queues to be stable, the activity factor $\sigma$ must diverge to infinity when $\rho \uparrow 1$ by virtue of Proposition 2.4.3. Thus, the previous inequality yields

$$
\underset{\rho \uparrow 1}{\liminf } \log \mathbb{E} W(\rho) \geq \liminf _{\sigma \rightarrow \infty} \log \mathbb{E} T_{y}^{x}(\sigma)-\log 4
$$

Using again the fact that $\sigma>\frac{1}{1-\rho}-\frac{N}{K}$, we obtain

$$
\begin{aligned}
\underset{\rho \uparrow 1}{\liminf } \frac{\log \mathbb{E} W(\rho)}{\log \left(\frac{1}{1-\rho}\right)} & =\underset{\rho \uparrow 1}{\liminf } \frac{\log \mathbb{E} W(\rho)}{\log \left(\frac{1}{1-\rho}\right)} \frac{\log \left(\frac{1}{1-\rho}\right)}{\log \left(\frac{1}{1-\rho}-\frac{N}{K}\right)} \\
& =\underset{\rho \uparrow 1}{\liminf } \frac{\log \mathbb{E} W(\rho)}{\log \left(\frac{1}{1-\rho}-\frac{N}{K}\right)} \\
& \geq \liminf _{\rho \uparrow 1} \frac{\log \mathbb{E} T_{y}^{x}(\sigma)-\log 4}{\log \sigma} \\
& =\liminf _{\sigma \rightarrow \infty} \frac{\log \mathbb{E} T_{y}^{x}(\sigma)}{\log \sigma} \stackrel{(2.38)}{\geq} \Gamma(G) .
\end{aligned}
$$

Corollary 2.6.1 says that the long-run average delay $\mathbb{E} W(\rho)$ in a symmetric partite network $G$ grows dramatically as the load $\rho$ approaches 1 , namely in view of (2.39) it must roughly scale at least as

$$
\left(\frac{1}{1-\rho}\right)^{\Gamma(G)}, \quad \text { as } \rho \uparrow 1
$$

with $\Gamma(G) \geq 1$. This is to be contrasted with the usual linear scaling $\frac{1}{1-\rho}$ in conventional queueing networks. Furthermore, as we will see later in this section, the exponential rate of growth $\Gamma(G)$ usually increases with the size of the network $G$.

In order to obtain the asymptotic order of magnitude of the transition time $T_{y}^{x}$ as in (2.38) and in this way find the value of the constant $\Gamma(G)$, it is convenient to look at the uniformized version of the activity process that can be put in the framework of Metropolis Markov chains, as we illustrated in Section 1.3. In Subsection 2.6.1 we show how the result for first hitting times can be translated back from discrete time to continuous time. In Subsection 2.6.2 we highlight the delay scaling results for the symmetric partite graphs described in Section 2.2.

### 2.6.1 Uniformization of the activity process

Consider the activity process $\{X(t)\}_{t \geq 0}$ with homogeneous rates on a general conflict graph $G$ of $N$ nodes. Recall that we assumed $\mu$ to be fixed, and when we write $\sigma \rightarrow \infty$ we allow for either $v \rightarrow \infty, p \downarrow 0$, or both. Define

$$
\alpha:=\liminf _{\sigma \rightarrow \infty} \frac{\log p}{\log \sigma} \geq 0
$$

Since we are interested in the regime $\sigma \rightarrow \infty$, we can assume without loss of generality that the activity factor $\sigma$ is bigger than 1 and thus $v \geq p \mu$, which implies that

$$
\max _{x, y \in \mathcal{X}} q(x, y)=N v
$$

Therefore we can consider the uniformization at rate $q_{\max }=N v$ for the activity process $\{X(t)\}_{t \geq 0}$. The Markov chain $\{\widetilde{X}(n)\}_{n \in \mathbb{N}}$ obtained in this way is in fact a Metropolis Markov chain (see Subsection 1.3 .2 and Chapter 4), after the identification $\sigma=e^{\beta}$. For any state $x \in \mathcal{X}$ and subset $A \subseteq \mathcal{X}$, let $\tau_{A}^{x}$ be the first hitting time of the set $A$ for the Markov chain $\{\widetilde{X}(n)\}_{n \in \mathbb{N}}$ started in $x$ at time $n=0$, i.e.

$$
\tau_{A}^{x}(\sigma):=\inf \{n>0: \widetilde{X}(n) \in A\}
$$

Recall that $T_{A}^{x}(\sigma)$ denotes its continuous-time counterpart, namely the first hitting time of the subset $A$ for the Markov process $\{X(t)\}_{t \geq 0}$ starting in $x$ at
$t=0$. Let $\left(Y_{n}\right)_{n \in \mathbb{N}}$ be a sequence of i.i.d. exponential random variables with mean $\frac{1}{q_{\text {max }}}=\frac{1}{N v}$. If $\widetilde{X}(0)=X(0)$ and $n(t):=\sup \left\{m: \sum_{n=1}^{m} Y_{n} \leq t\right\}$, then

$$
\begin{equation*}
\{X(t)\}_{t \geq 0} \stackrel{d}{=}\{\widetilde{X}(n(t))\}_{t \geq 0} \tag{2.41}
\end{equation*}
$$

Thus the hitting times $T_{A}^{x}$ and $\tau_{A}^{x}$ are closely related, namely

$$
T_{A}^{x} \stackrel{d}{=} \sum_{n=1}^{\tau_{A}^{x}} Y_{n}
$$

and hence

$$
\begin{equation*}
\mathbb{E} T_{A}^{x}(\sigma)=\frac{1}{q_{\max }} \mathbb{E} \tau_{A}^{x}(\sigma)=\frac{1}{N \sigma p \mu} \mathbb{E} \tau_{A}^{x}(\sigma) \tag{2.42}
\end{equation*}
$$

The next lemma shows we can deduce the asymptotic order of magnitude of the expected hitting time $\mathbb{E} T_{A}^{x}$ of the activity process $\{X(t)\}_{t \geq 0}$ if we know how to calculate that of the corresponding uniformized Markov chain $\{\widetilde{X}(n)\}_{n \in \mathbb{N}}$.

Lemma 2.6.2 (Hitting time scaling from discrete time to continuous time). Assume that there exists a positive constant $\Gamma(x, A)>0$ such that

$$
\begin{equation*}
\lim _{\sigma \rightarrow \infty} \frac{\log \mathbb{E} \tau_{A}^{x}(\sigma)}{\log \sigma}=\Gamma(x, A) \tag{2.43}
\end{equation*}
$$

Then

$$
\lim _{\sigma \rightarrow \infty} \frac{\log \mathbb{E} T_{A}^{x}(\sigma)}{\log \sigma}=\Gamma(x, A)-1+\alpha
$$

Proof. Equation (2.42) implies that

$$
\log \left(\mu \mathbb{E} T_{A}^{x}(\sigma)\right)=\log \mathbb{E} \tau_{A}^{x}(\sigma)-\log (N \sigma p)
$$

Since

$$
\lim _{\sigma \rightarrow \infty} \frac{N \sigma p}{\log \sigma}=\lim _{\sigma \rightarrow \infty} \frac{\log N}{\log \sigma}+\lim _{\sigma \rightarrow \infty} \frac{\log \sigma}{\log \sigma}+\lim _{\sigma \rightarrow \infty} \frac{\log p}{\log \sigma}=1-\alpha
$$

we have

$$
\begin{aligned}
\lim _{\sigma \rightarrow \infty} \frac{\log \left(\mu \mathbb{E} T_{A}^{x}(\sigma)\right)}{\log \sigma} & =\lim _{\sigma \rightarrow \infty}\left[\frac{\log \mathbb{E} \tau_{A}^{x}(\sigma)}{\log \sigma}-\frac{\log N \sigma p}{\log \sigma}\right] \\
& =\lim _{\sigma \rightarrow \infty} \frac{\log \mathbb{E} \tau_{A}^{x}(\sigma)}{\log \sigma}+\alpha-1 \\
& \stackrel{(2.43)}{=} \Gamma(x, A)-1+\alpha .
\end{aligned}
$$

### 2.6.2 Average delay scaling results

In this last subsection, we exhibit the values that the coefficient $\Gamma(G)$ takes when $G$ is one of the symmetric partite graphs introduced in Section 2.2 and show how the average delay in the corresponding network scales when the load $\rho$ approaches 1 .

If $G$ is a $2 K \times 2 L$ grid graph with periodic boundary conditions, we prove in Chapter 5 that $\Gamma(G)=2 \min \{K, L\}$, which means that for a square $\sqrt{N} \times \sqrt{N}$ grid graph of $N$ nodes, with $\sqrt{N}$ an even integer, the long-run average delay $\mathbb{E} W(\rho)$ at every node scales as $\rho \uparrow 1$ roughly at least as

$$
\left(\frac{1}{1-\rho}\right)^{\sqrt{N}}
$$

The value of the constant $\Gamma(G)$ is $\sqrt{N} / 2$ if the grid graph has open boundary conditions. Indeed, we prove that $\Gamma(G)=\min \{K, L\}$ in the case of a $2 K \times 2 L$ grid graph with open boundary conditions.

In Chapter 6 we establish that $\Gamma(G)=\min \{K, 2 L\}$ when $G$ is a $2 K \times 3 L$ triangular grid graph with periodic boundary conditions. Therefore, the asymptotic scaling for $\mathbb{E W}(\rho)$ as $\rho \uparrow 1$ in this case reads

$$
\left(\frac{1}{1-\rho}\right)^{\min \{K, 2 L\}}
$$

In the case of Turán graphs with $N$ nodes and components of equal size $N / K$, we prove in Chapter 3 that $\Gamma(G)=N / K$. In view of Corollary 2.6.1, this fact implies that at every node the long-run average delay $\mathbb{E} W(\rho)$ scales as $\rho \uparrow 1$ roughly at least as

$$
\left(\frac{1}{1-\rho}\right)^{N / K-1}
$$

We remark that the structure of the state space $\mathcal{X}$ corresponding to complete partite graphs allows for more detailed asymptotic analysis of transition times, to which Chapter 3 is devoted. This leads to sharper delay bounds for Turán graphs, which are presented in Section 3.4 together with a comparison with existing results, see [20, Theorem 1], for the same type of networks.

This chapter is devoted to the activity process on complete partite graphs, which provide a prototypical worst-case scenario for dense networks. In particular, we study the asymptotic behavior of hitting times as well as mixing properties in the regime where the activation rates grow large. This asymptotic regime in which nodes activate aggressively is relevant in highly loaded networks and gives rise to the pronounced starvation effects.

Section 3.1 presents a detailed model description and Section 3.2 gives an overview of the main results. In Section 3.3 we study the asymptotic behavior of the activity process within a single component of the conflict graph, which will be leveraged in Section 3.4 to prove the main results for the hitting times in conjunction with a geometric-sum representation of these latter. In Section 3.5 we briefly discuss the lower bounds for the average packet delay that follow from the framework developed in Chapter 2 and compare them with the existing literature. Section 3.6 is devoted to the analysis of the throughput starvation phenomenon, while in Section 3.7 we study the mixing time of the activity process. In Section 3.8 we sketch how the approach extends to scenarios where some of the nodes within the same component may interfere as well, relying on the same geometric-sum representation, but using more general asymptotic exponentiality results in [62] for the single-component behavior.

### 3.1 MODEL DESCRIPTION

We consider the saturated CSMA model described in Subsection 1.2.2 on complete partite conflict graphs. In such networks the nodes can be partitioned into $K$ disjoint sets called components, such that two nodes interfere if and only if they belong to different components. More precisely, nodes in the same component do not share an edge, while each node has an edge with all nodes in all other components. Denote by $V_{1}, \ldots, V_{K}$ the $K$ components of $G$, with $K \in \mathbb{N}$ finite, and define $L_{k}:=\left|V_{k}\right|$ as the size of component $V_{k}$. Note that the components $V_{1}, \ldots, V_{K}$ are the $K$ maximal independent sets of the graph $G$. Moreover, component $V_{k}$ corresponds to a maximum independent set if and only if $L_{k} \geq L_{j}$ for all $j=1, \ldots, K$. Figure 3.1 shows an example of such a dense conflict graph, where $K=5$ and the components have sizes $\left(L_{1}, L_{2}, L_{3}, L_{4}, L_{5}\right)=(3,4,5,2,6)$.


Figure 3.1: Example of complete $K$-partite conflict graph with $K=5$

Figure 3.2a shows the state space diagram corresponding to the conflict graph in Figure 3.1. The network activity is described by the reversible Markov process $\{X(t)\}_{t \geq 0}$ defined in Subsection 1.2.2, with the additional assumption that the average transmission time at every node is equal to 1 . In other words, we consider the Markov process $\{X(t)\}_{t \geq 0}$ on $\mathcal{X}$ with transition rates (1.2) where we take $\mu_{i}=1$ for every $i=1, \ldots, N$. The stationary distribution (1.3) then reads

$$
\begin{equation*}
\pi(x)=\lim _{t \rightarrow \infty} \mathbb{P}(X(t)=x)=\frac{\prod_{i \in V} v_{i}^{x_{i}}}{\sum_{y \in \mathcal{X}} \prod_{i \in V} v_{i}^{y_{i}}}, \quad x \in \mathcal{X} . \tag{3.1}
\end{equation*}
$$

We further assume that the exponential rate at which a node activates depends only on a global aggressiveness parameter $v$ and on the component it belongs to, namely

$$
v_{i}=f_{k}(v) \quad \text { if } i \in V_{k}
$$

for some monotone function $f_{k}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$with $\lim _{v \rightarrow \infty} f_{k}(v)=\infty$. We will refer to the function $f_{k}(\cdot)$ as the activation rate of component $V_{k}$, for $k=$ $1, \ldots, K$.

In view of symmetry, all states with the same number of active nodes in a given component can be aggregated, and we only need to keep track of the number $l$ of active nodes, if any, and the index $k$ of the component $V_{k}$ they belong to. More precisely, for each $k=1, \ldots, K$ and $l=1, \ldots, L_{k}$, we aggregate all the admissible joint activity states that have $l$ active nodes in component $V_{k}$ into a new state $(k, l) \in \mathcal{X}^{*}$. The unique state where no node is active will be denoted by $0 \in \mathcal{X}^{*}$. This state aggregation yields a new Markov process $\left\{X^{*}(t)\right\}_{t \geq 0}$ still indexed by the aggressiveness parameter $v$ on a starshaped state space $\mathcal{X}^{*}$ with $K$ "branches", where each branch emanates from a common root node and describes one of the components of the conflict graph.

Figure 3.2 b shows the aggregated state space corresponding to the previous example.


Figure 3.2: State space $\mathcal{X}$ and aggregated state space $\mathcal{X}^{*}$, for the conflict graph in Figure 3.1

For $k=1, \ldots, K$, let $\mathcal{B}_{k}:=\left\{(k, l): 1 \leq l \leq L_{k}\right\}$ denote the branch of the state space $\mathcal{X}^{*}$ that corresponds to activity inside component $V_{k}$, where state $(k, l)$ indicates that $l$ nodes are active in component $V_{k}$. Then

$$
\mathcal{X}^{*}=\bigcup_{k=1}^{K} \mathcal{B}_{k} \cup\{0\},
$$

where 0 is the state in which all nodes are inactive. The transition rates of the process $\left\{X^{*}(t)\right\}_{t \geq 0}$ then read, for $k=1, \ldots, K$

$$
\begin{aligned}
q(0,(k, 1)) & =L_{k} f_{k}(v), \\
q((k, 1), 0) & =1, \\
q((k, l),(k, l+1)) & =\left(L_{k}-l\right) f_{k}(v), \quad l=1, \ldots, L_{k}-1, \\
q((k, l),(k, l-1)) & =l, \quad l=2, \ldots, L_{k} .
\end{aligned}
$$

The stationary distribution of the process $\left\{X^{*}(t)\right\}_{t \geq 0}$ can be easily derived from the original process $\{X(t)\}_{t \geq 0}$ and reads

$$
\begin{align*}
\pi_{0}(v) & =\left(1+\sum_{k=1}^{K} \sum_{l=1}^{L_{k}}\binom{L_{k}}{l} f_{k}(v)^{l}\right)^{-1}, \\
\pi_{(k, l)}(v) & =\pi_{0}(v)\binom{L_{k}}{l} f_{k}(v)^{l}, \quad l=1, \ldots, L_{k}, k=1, \ldots, K . \tag{3.2}
\end{align*}
$$

We choose to use a different notation for the stationary distribution, putting the state as subscript and writing explicitly the dependence on $v$, to avoid confusion with the notation of the original process $\{X(t)\}_{t \geq 0}$. The state $\left(k, L_{k}\right)$ corresponds to the maximum activity state inside component $V_{k}$, which becomes the most likely state within the branch $\mathcal{B}_{k}$ as $v \rightarrow \infty$, in view of (3.2).

For any pair of states $x, y \in \mathcal{X}^{*}$, with a minor abuse of notation we denote also by $T_{y}^{x}(v)$ the transition time for the aggregated process $\left\{X^{*}(t)\right\}_{t \geq 0}$ with aggressiveness $v$ from state $x$ to state $y$, i.e.

$$
T_{y}^{x}(v):=\inf \left\{t>0: X^{*}(t)=x \mid X^{*}(0)=y\right\}
$$

Consider two different branches, say $\mathcal{B}_{k_{1}}$ and $\mathcal{B}_{k_{2}}$ with $k_{1} \neq k_{2}$, and two activity states, $\left(k_{1}, l_{1}\right) \in \mathcal{B}_{k_{1}}$ and $\left(k_{2}, l_{2}\right) \in \mathcal{B}_{k_{2}}$. If the activity process $\left\{X^{*}(t)\right\}_{t \geq 0}$ starts in a state in branch $\mathcal{B}_{k_{1}}$, all nodes in $V_{k_{2}}$ starve until branch $\mathcal{B}_{k_{2}}$ is hit. It is then natural to investigate the asymptotic behavior of transition time $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)$ as $v \rightarrow \infty$.

We now introduce a few parameters that will turn out to play a key role in the asymptotic distribution of the transition time. Define for $k \neq k_{2}$,

$$
\begin{equation*}
\gamma_{k}:=\lim _{v \rightarrow \infty} \frac{f_{k}(v)^{L_{k}}}{\sum_{j \neq k_{2}} f_{j}(v)^{L_{j}}} . \tag{3.3}
\end{equation*}
$$

To avoid technicalities, we assume throughout that all parameters $\gamma_{k}$ are well defined. In view of (3.2), $\gamma_{k}$ may be interpreted as the stationary fraction of time that the activity process spends in branch $\mathcal{B}_{k}$ as $v \rightarrow \infty$, excluding the target branch $\mathcal{B}_{k_{2}}$. As it turns out, $\gamma_{k}$ also equals the fraction of time that the activity process spends in branch $\mathcal{B}_{k}$ during the transition from 0 to $\left(k_{2}, l_{2}\right)$ as $v \rightarrow \infty$.

Branch $\mathcal{B}_{k}$ is called dominant if $\gamma_{k}>0$ and we let $K_{*}:=\left\{k \neq k_{2}: \gamma_{k}>0\right\}$ be the index set of all dominant branches. Note that, by construction, the set
$K_{*}$ is never empty and thus there is always at least one dominant branch. To avoid confusion, we remark that the notion of dominant branch is slightly different from that of dominant state given in Chapter 2. Indeed, due to the heterogeneous activation rates, a branch $\mathcal{B}_{k}$ could be dominant even if the corresponding component $V_{k}$ does not have maximum size (and vice versa).

### 3.2 MAIN RESULTS

In this section we present our main results, which are all related to the asymptotic behavior of the transition time $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)$ from a state $\left(k_{1}, l_{1}\right)$ to a state $\left(k_{2}, l_{2}\right)$, with $k_{1} \neq k_{2}$, in the asymptotic regime of a large activation rate $v$.

Our first result characterizes the asymptotic order of magnitude of the mean transition time in terms of the activation rates and the network structure. For any two real-valued functions $f(\cdot)$ and $g(\cdot)$, let $f(v) \sim g(v)$ as $v \rightarrow \infty$ indicate that $\lim _{v \rightarrow \infty} f(v) / g(v)=1$ and, similarly, let $f(v) \gtrsim g(v)$ as $v \rightarrow \infty$ indicate that $\lim _{v \rightarrow \infty} f(v) / g(v) \geq 1$.

Theorem 3.2.1 (Asymptotic average transition time). If $k_{1} \neq k_{2}$, then

$$
\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) \sim \frac{1}{L_{k_{1}}} f_{k_{1}}(v)^{L_{k_{1}}-1}+\frac{1}{L_{k_{2}} f_{k_{2}}(v)} \sum_{k \in K_{*}} f_{k}(v)^{L_{k}}, \quad \text { as } v \rightarrow \infty
$$

The first term on the right-hand side of (3.4) corresponds to the asymptotic mean escape time $\mathbb{E} T_{0}^{\left(k_{1}, l_{1}\right)}(v)$ from the initial branch $\mathcal{B}_{k_{1}}$, while the second term describes the contribution of the mean time spent visiting dominant branches, possibly including branch $\mathcal{B}_{k_{1}}$ as well. Let

$$
\begin{equation*}
\alpha:=\lim _{v \rightarrow \infty} \frac{\mathbb{E} T_{0}^{\left(k_{1}, l_{1}\right)}(v)}{\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)} \in[0,1] \tag{3.5}
\end{equation*}
$$

denote the relative weight of $\mathcal{B}_{k_{1}}$.
Our second result gives the asymptotic distribution of the transition time $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)$ scaled by its mean as $v \rightarrow \infty$.

Theorem 3.2.2 (Asymptotic distribution of the scaled transition time). If $k_{1} \neq$ $k_{2}$, then

$$
\frac{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)}{\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)} \xrightarrow{d} \mathrm{Z}, \quad \text { as } v \rightarrow \infty
$$

The random variable $Z$ can be expressed as

$$
Z \stackrel{d}{=} \alpha Y+(1-\alpha) W,
$$

where the random variable $Y$ is exponentially distributed with unit mean and the random variable $W$ is independent of $Y$ with Laplace transform (3.21).

The random variable $W$ has a complicated distribution presented later, which depends on the sizes and activation rates of the dominant branches only. The possible distributions of $Z$ are summarized in Table 3.1 in Section 3.4. In several cases the distribution of $Z$ is exponential, which may be expected in view of the connection with many exponentiality results for the occurrence of rare events $[2,3,4,62,77,79]$. In addition, we identify several cases that lead to non-exponentiality, typically due to the fact that the activity process spends a substantial period in branches other than $k_{1}$ and $k_{2}$.

Our third result concerns the starvation phenomenon and in particular gives an asymptotic lower bound on the probability of throughput starvation. For $k=1, \ldots, K$, define the random variable

$$
\tau_{k}(t):=\int_{0}^{t} \mathbb{1}_{\left\{X^{*}(s) \in \mathcal{B}_{k}\right\}} \mathrm{d} s
$$

which measures how much time the activity process $\left\{X^{*}(t)\right\}_{t \geq 0}$ spends in branch $\mathcal{B}_{k}$ during the interval $[0, t]$. We can think of $\tau_{k}(t)$ as a measure of the throughput of component $V_{k}$ over the time interval $[0, t]$. We speak of complete starvation or zero throughput of component $V_{k}$ in $[0, t]$ when $\tau_{k}(t)=0$. The next theorem provides insight into the time scales at which throughput starvation occurs for a component of the network.

Theorem 3.2.3 (Throughput starvation). Assume $X(0)=\left(k_{1}, l_{1}\right)$ and $k_{2} \neq k_{1}$. If $t(v) \sim \omega \mathbb{E} T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)$, with $\omega \in \mathbb{R} \cup\{0\}$, then

$$
\begin{equation*}
\lim _{v \rightarrow \infty} \mathbb{P}\left(\tau_{k_{2}}(t(v))=0\right)=\mathbb{P}(Z \geq \omega) \tag{3.6}
\end{equation*}
$$

where Z is the asymptotic distribution of the scaled transition time introduced in Theorem 3.2.1. In particular, if $t(v)=o\left(\mathbb{E} T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)\right)$, then

$$
\lim _{v \rightarrow \infty} \mathbb{P}\left(\tau_{k_{2}}(t(v))=0\right)=1
$$

i.e. all nodes in $V_{k_{2}}$ have zero throughput for a period of length $t(v)$ with probability one as $v \rightarrow \infty$.

The limit in (3.6) says that, even if there is long-term fairness among the components, for large values of $v$ all nodes in $V_{k_{2}}$ will face starvation on all time scales smaller than the mean transition time from the initial component to $V_{k_{2}}$.

For the Markov process at hand, slow transitions and starvation effects are intimately related with the mixing time. Indeed, due to the complete partite structure of the conflict graph, the process is bound to be stuck in one of the dominant branches, leading to slow convergence to equilibrium. In Section 3.7 we define the mixing time in terms of the total variation distance from stationarity, and prove a lower bound for a large enough activation parameter $v$. This lower bound (see Proposition 3.7.1) indicates that the mixing time of the process is at least as large as the mean escape time from the dominant branch, which establishes a direct connection between transition times and mixing times.

### 3.3 Hitting times Within a single branch

In this section we study the activity process within a single component, where it behaves as a birth-and-death process, bringing the asymptotic behavior within the realm of classical results. In Section 3.4 we will leverage these results in conjunction with a geometric-sum representation to prove both Theorems 3.2.1 and 3.2.2.

We start by presenting a few results for the case where the two states $\left(k_{1}, l_{1}\right)$ and $\left(k_{2}, l_{2}\right)$ belong to the same branch, i.e. $k_{1}=k_{2}$, and $l_{1}>l_{2}$. In this case, the presence of the other components does not affect the transition time, and hence we focus on a single branch, dropping the component index until further notice. Within a single component of size $L$, the process $\left\{X^{*}(t)\right\}_{t \geq 0}$ evolves as an elementary birth-and-death process on the state space $\{L, L-1, \ldots, 1,0\}$, so we can exploit several classical results for such processes. If we denote by $f(v)$ the activation rate for this component as a function of $v$, then the transition rates read

$$
\begin{aligned}
& q(l, l+1)=(L-l) f(v), \quad l=0, \ldots, L-1 \\
& q(l, l-1)=l, \quad l=1, \ldots, L .
\end{aligned}
$$

### 3.3.1 Asymptotic growth rate

We first show how the mean transition time scales with the aggressiveness parameter $v$.

Proposition 3.3.1 (Asymptotic transition time average within a single branch). For $L \geq l_{1}>l_{2} \geq 0$,

$$
\mathbb{E} T_{l_{2}}^{l_{1}}(v) \sim \frac{l_{2}!\left(L-l_{2}-1\right)!}{L!} f(v)^{L-l_{2}-1}, \quad \text { as } v \rightarrow \infty
$$

Proof. Observe that $\mathbb{E} T_{l_{2}}^{l_{1}}(v)=\sum_{l=l_{1}}^{l_{2}+1} \mathbb{E} T_{l-1}^{l}(v)$, so we can exploit a general result for birth-and-death processes [76], which in the present case says that, for $0<l \leq L$,

$$
\mathbb{E} T_{l-1}^{l}(v)=\frac{1}{l} \sum_{n=l}^{L} \frac{\pi_{n}(v)}{\pi_{l}(v)} .
$$

Now (3.2) implies that $\pi_{n}(v)=o\left(\pi_{L}(v)\right)$ as $v \rightarrow \infty$ for all $n=l, \ldots, L-1$, so that

$$
\mathbb{E} T_{l-1}^{l}(v) \sim \frac{1}{l} \frac{\pi_{L}(v)}{\pi_{l}(v)}=\frac{(l-1)!(L-l)!}{L!} f(v)^{L-l}, \quad \text { as } v \rightarrow \infty
$$

Thus $\mathbb{E} T_{l-1}^{l}(v)=o\left(\mathbb{E} T_{l_{2}}^{l_{2}+1}(v)\right)$ as $v \rightarrow \infty$ for all $l=l_{1}, \ldots, l_{2}$, and hence $\mathbb{E} T_{l_{2}}^{l_{1}}(v) \sim \mathbb{E} T_{l_{2}}^{l_{2}+1}(v)$ as $v \rightarrow \infty$ and the result follows.

In order to gain insight in starvation effects, we are particularly interested in the time for the activity process to reach the center state 0 , referred to as escape time, because at such points in time nodes in other components have an opportunity to activate. Proposition 3.3.1 shows that

$$
\begin{equation*}
\mathbb{E} T_{0}^{l_{1}}(v) \sim \frac{1}{L} f(v)^{L-1}, \quad \text { as } v \rightarrow \infty \tag{3.7}
\end{equation*}
$$

Hence, the mean escape time grows asymptotically as a power of $f(v)$, with the exponent equal to the component size minus one, and independent of the starting state $l_{1}$.

### 3.3.2 Asymptotic exponentiality

We now turn to the scaled escape time, and show that it has an asymptotically exponential distribution. We will leverage the following well-known result for birth-and-death processes, which is commonly attributed to Keilson [78] or Karlin and McGregor [75].

Theorem 3.3.2 (Absorption time distribution for birth-and-death processes). Consider a birth-and-death process with generator matrix $Q$ on $\{0, \ldots, L\}$ started at state L. Assume that 0 is an absorbing state, and that the birth rates $\left\{\lambda_{i}\right\}_{i=1, \ldots, L-1}$ and death rates $\left\{\mu_{i}\right\}_{i=1, \ldots, L}$ are positive. Then the absorption time in state 0 is distributed as the sum of $L$ independent exponential random variables whose rate parameters are the $L$ nonzero eigenvalues of $-Q$.

Let $Q(v)$ be the generator matrix of the birth-and-death process $\left\{X^{*}(t)\right\}_{t \geq 0}$ on the state space $\{L, L-1, \ldots, 1,0\}$, with 0 an absorbing state. Denote by $\left\{\theta_{i}(v)\right\}_{i=1, \ldots, L}$ the non-zero eigenvalues of $-Q(v)$. It is known [97] that these eigenvalues are distinct, real and strictly positive, so we denote $0<\theta_{1}(v)<$ $\theta_{2}(v)<\cdots<\theta_{L}(v)$. Theorem 3.3.2 gives

$$
\begin{equation*}
T_{0}^{L}(v) \stackrel{d}{=} \sum_{i=1}^{L} Y_{i}(v) \tag{3.8}
\end{equation*}
$$

with $Y_{1}(v), \ldots, Y_{L}(v)$ independent and exponentially distributed random variables with $\mathbb{E} Y_{i}(v)=1 / \theta_{i}(v)$.

The following lemma relates the growth rates of the eigenvalues as $v \rightarrow \infty$ to the mean escape time $\mathbb{E} T_{0}^{L}(v)$.

Lemma 3.3.3. $\lim _{v \rightarrow \infty} \theta_{i}(v) \cdot \mathbb{E} T_{0}^{L}(v)=1$ if $i=1$ and $\infty$ if $i=2, \ldots, L$.
The proof of Lemma 3.3.3 is presented in Appendix 3.A, and exploits detailed information about the growth rates of the eigenvalues obtained via symmetrization and the Gershgorin circle theorem. Lemma 3.3.3 shows that the smallest eigenvalue $\theta_{1}(v)$ becomes dominant as $v \rightarrow \infty$, but also proves the asymptotic exponentiality of the escape time. Indeed, denoting by $\mathcal{L}_{X}(s)=$
$\mathbb{E}\left(e^{-s X}\right)$, with $\operatorname{Re}(s)>0$, the Laplace transform of a random variable $X,(3.8)$ gives

$$
\mathcal{L}_{T_{0}^{L}(v) / \mathbb{E} T_{0}^{L}(v)}(s)=\prod_{i=1}^{L}\left(1+\frac{s}{\theta_{i}(v) \cdot \mathbb{E} T_{0}^{L}(v)}\right)^{-1}
$$

Lemma 3.3.3 implies that

$$
\lim _{v \rightarrow \infty} \mathcal{L}_{T_{0}^{L}(v) / \mathbb{E} T_{0}^{L}(v)}(s)=\frac{1}{1+s}
$$

The continuity theorem for Laplace transforms then yields that the scaled escape time has an asymptotically exponential distribution as stated in the next theorem, where $\operatorname{Exp}(\lambda)$ denotes an exponentially distributed random variable with mean $1 / \lambda$.

Theorem 3.3.4 (Asymptotic exponentiality of the scaled escape time).

$$
\frac{T_{0}^{L}(v)}{\mathbb{E} T_{0}^{L}(v)} \xrightarrow{d} \operatorname{Exp}(1), \quad \text { as } v \rightarrow \infty .
$$

This result can be understood as follows. For large $v$, the probability of hitting state 0 before the first return to state $L$ becomes small. So the time $T_{0}^{L}(v)$ consists of a geometrically distributed number of excursions from $L$ which return to $L$ without hitting 0 , followed by the remaining part of the excursion that hits 0 . Hence, apart from this final part, $T_{0}^{L}(v)$ is the sum of a large geometrically distributed number of i.i.d. random variables, which indeed is expected to be exponential.

The fact that the time until the first occurrence of a rare event is asymptotically exponential, is a widely observed phenomenon [79]. Exponentiality of the hitting time of some subset $B$ of the state space typically arises when the probability of hitting $B$ in a single regenerative cycle is 'small', and the cycle lengths are 'not too heavy tailed' $[62,79]$. This is also true for our situation, and hence an alternative proof of Theorem 3.3.4 can be obtained using [62, Thm. 1] (which is a generalized version of [77]). We do not use the probabilistic approach in [62] here, because the special case of a birth-and-death process allows for explicit analysis. Let us finally remark that for reversible Markov processes similar exponentiality results were established in $[2,3,4]$. Aldous [2] showed that a result like Theorem 3.3.4 can be expected when the underlying Markov process converges rapidly to stationarity. This is indeed the case for the Markov process $\left\{X^{*}(t)\right\}_{t \geq 0}$ restricted to a single branch.

To extend Theorem 3.3.4 to the case of a general starting state $0<l \leq L$, we need the following technical lemma, whose proof is given in Appendix 3.B.

Lemma 3.3.5. Let $T(v), U(v), V(v), W(v)$ be non-negative random variables. Consider the properties
(1) $\lim _{v \rightarrow \infty} \mathbb{E} V(v) / \mathbb{E} U(v)=\lim _{v \rightarrow \infty} \mathbb{E} W(v) / \mathbb{E} U(v)=0$.
(2) For every $v>0, U-V \leq_{s t} T \leq_{\text {st }} U+W$, i.e. for every $t \geq 0$,

$$
\mathbb{P}(U-V>t) \leq \mathbb{P}(T>t) \leq \mathbb{P}(U+W>t)
$$

(3) $U(v) / \mathbb{E} U(v) \xrightarrow{d} \mathrm{Z}$ as $v \rightarrow \infty$, where Z is a continuous random variable independent of $v$.

Then,
(i) If properties (1) and (2) hold, then $\lim _{v \rightarrow \infty} \mathbb{E} T(v) / \mathbb{E} U(v)=1$.
(ii) If properties (1), (2) and (3) hold, then $T(v) / \mathbb{E} T(v) \xrightarrow{d} \mathrm{Z}$, as $v \rightarrow \infty$.

Proposition 3.3.6 (Asymptotic exponentiality of the scaled escape time). For any $0<l \leq L$,

$$
\frac{T_{0}^{l}(v)}{\mathbb{E} T_{0}^{l}(v)} \xrightarrow{d} \operatorname{Exp}(1), \quad \text { as } v \rightarrow \infty .
$$

Proof. The birth-and-death structure of the process and the strong Markov property yield the stochastic identity $T_{0}^{L}(v) \stackrel{d}{=} T_{l}^{L}(v)+T_{0}^{l}(v)$, which gives the stochastic bounds $T_{0}^{L}(v)-T_{l}^{L}(v) \leq_{\text {st }} T_{0}^{l}(v) \leq_{\text {st }} T_{0}^{L}(v)$ (the two terms in the lower bound being dependent). By virtue of Theorem 3.3.4 the limit in distribution $T_{0}^{L}(v) / \mathbb{E} T_{0}^{L}(v) \xrightarrow{d} \operatorname{Exp}(1)$ holds as $v \rightarrow \infty$. In order to complete the proof, we can then use Lemma 3.3.5, taking $U(v)=T_{0}^{L}(v), V(v)=T_{l}^{L}(v)$ and $W(v)=0$. The condition which needs to be checked is $\lim _{v \rightarrow \infty} \mathbb{E} V(v) / \mathbb{E} U(v)=$ 0 , which follows directly from Proposition 3.3.1.

### 3.3.3 More general coefficients and applications

We can extend our analysis to more general activation and deactivation dynamics inside a single branch, described by

$$
\begin{aligned}
& q(l, l+1)=a_{l} f(v), \quad l=1, \ldots, L-1, \\
& q(l, l-1)=d_{l}, \quad l=2, \ldots, L,
\end{aligned}
$$

where $a_{l}, d_{l}$ are positive real coefficients. Specifically, Proposition 3.3.1 can be generalized to the following result. For $L \geq l_{1}>l_{2} \geq 0$,

$$
\begin{equation*}
\mathbb{E T}_{l_{2}}^{l_{1}}(v) \sim \frac{1}{d_{l_{2}+1}}\left(\prod_{i=l_{2}+1}^{L-1} \frac{a_{i}}{d_{i+1}}\right) f(v)^{L-l_{2}-1}, \quad \text { as } v \rightarrow \infty . \tag{3.9}
\end{equation*}
$$

Also Lemma 3.3.3 and thus Proposition 3.3.6 can be shown to hold for these more general rates (see Appendix 3.A).

These results for general coefficients have some interesting applications, beyond the model considered in this chapter. We present here an application to
an $M / M / c / c$ model in two extreme regimes: Heavy-traffic and light-traffic conditions. Let $\{M(t)\}_{t \geq 0}$ be the continuous-time Markov process on the state space $\{0,1, \ldots, c\}$, describing the number of busy servers at time $t$. Suppose that the service rate of each server is 1 and the arrival rate is $v$, which will grow large in a heavy-traffic regime. The escape time $T_{0}^{s}(v)$, choosing $a_{n}=1$ and $d_{n}=n, n=1, \ldots, c$, then describes the time it takes for this system to drain (i.e. to have all the servers idle) when starting with $s \geq 1$ busy servers. In other words,

$$
T_{0}^{s}(v):=\inf \{t>0: M(t)=0 \mid M(0)=s\}
$$

Then (3.9) gives

$$
\mathbb{E} T_{0}^{s}(v) \sim \frac{v^{c-1}}{c!}, \quad \text { as } v \rightarrow \infty
$$

which does not depend on the starting state $s \geq 1$. Furthermore, the scaled drain time obeys

$$
\frac{T_{0}^{s}(v)}{\mathbb{E} T_{0}^{s}(v)} \stackrel{d}{\rightarrow} \operatorname{Exp}(1), \quad \text { as } v \rightarrow \infty
$$

We now turn to a light-traffic regime where the arrival rate $\lambda$ becomes small, and let $s \in\{0,1, \ldots, c\}$ count instead the number of idle servers. The quantity of interest in this case is the time $T_{b}(\lambda)$ it takes for the system to fill up, i.e. to reach the situation where none of the servers is idle, having started with $s \geq 1$ idle servers. This hitting time, measured in time units $1 / \lambda$, corresponds again to the absorption time $T_{0}^{s}(v)$, with $f(v)=1 / \lambda, a_{n}=c-n$ and $d_{n}=1, n=1, \ldots, c$. The light-traffic regime is characterized by $\lambda \downarrow 0$, which corresponds to the limiting regime $v \rightarrow \infty$. Then (3.9) gives

$$
\mathbb{E} T_{b}\left(\frac{1}{v}\right)=v \cdot \mathbb{E} T_{0}^{s}(v) \sim(c-1)!v^{c-1}, \quad \text { as } v \rightarrow \infty
$$

which does not depend on the starting state $s \geq 1$. The asymptotic scaled fill time obeys

$$
\frac{T_{b}\left(\frac{1}{v}\right)}{\mathbb{E} T_{b}\left(\frac{1}{v}\right)}=\frac{T_{0}^{s}(v)}{\mathbb{E} T_{0}^{s}(v)} \stackrel{d}{\rightarrow} \operatorname{Exp}(1), \quad \text { as } v \rightarrow \infty
$$

### 3.4 PROOFS OF THEOREMS 3.2.1 AND 3.2.2

In this section we investigate the asymptotic behavior of the transition time $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)$ as $v \rightarrow \infty$ for any pair of states $\left(k_{1}, l_{1}\right)$ and $\left(k_{2}, l_{2}\right)$, with $k_{1} \neq k_{2}$. In Subsection 3.4.1 we provide a stochastic representation of the transition time, which we use to derive the asymptotic mean transition time in Subsection 3.4.2 leading to Theorem 3.2.1. In Subsection 3.4.3 we will obtain the
asymptotic distribution of the scaled transition time leading to Theorem 3.2.2. In Subsection 3.4.4 we consider in detail the random variable $W$ that occurs in Theorem 3.2.2. We give an overview of all possible forms of asymptotic behavior and the conditions under which they occur in Subsection 3.4.5.

### 3.4.1 Stochastic representation of the transition time

Consider the evolution of the process while it makes a transition from a state $\left(k_{1}, l_{1}\right)$ to a state $\left(k_{2}, l_{2}\right)$ and define the following random variables:

- $T_{0}^{\left(k_{1}, 1\right)}(0)$ : time to reach state 0 after state $\left(k_{1}, 1\right)$ is visited for the first time;
- $N_{k}(v)$ : number of times the process makes a transition $0 \rightarrow(k, 1), k \neq k_{2}$, before the first transition $0 \rightarrow\left(k_{2}, 1\right)$ occurs;
- $\hat{T}_{(k, 1)}^{0}(i)$ : time spent in state 0 before the $i$-th transition to state $(k, 1)$, $k \neq k_{2}, i=1, \ldots, N_{k}(v)$;
- $\hat{T}_{\left(k_{2}, 1\right)}^{0}$ : time spent in state 0 before the first transition to state $\left(k_{2}, 1\right)$;
- $T_{0}^{(k, 1)}(i)$ : time to return to state 0 after the $i$-th transition to state $(k, 1)$, $k \neq k_{2}, i=1, \ldots, N_{k}(v)$;
- $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}$ : time to reach state $\left(k_{2}, l_{2}\right)$ after the first hitting of state $\left(k_{2}, 1\right)$.

Note that the dependence on the parameter $v$ of all the random variables representing time durations we just introduced is suppressed for compactness. With the above definitions, it is readily seen that the following stochastic representation holds.

Proposition 3.4.1 (Stochastic representation of the transition time). The transition time $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}$ can be represented as

$$
\begin{align*}
T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)} \stackrel{d}{=} & T_{\left(k_{1}, 1\right)}^{\left(k_{1}, l_{1}\right)}+T_{0}^{\left(k_{1}, 1\right)}(0)+\sum_{k \neq k_{2}} \sum_{i=1}^{N_{k}(v)}\left(\hat{T}_{(k, 1)}^{0}(i)+T_{0}^{(k, 1)}(i)\right) \\
& +\hat{T}_{\left(k_{2}, 1\right)}^{0}+T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)} \tag{3.10}
\end{align*}
$$

where all the random variables representing time durations are mutually independent as well as independent of the random variables $N_{k}(v), k \neq k_{2}$.

Denote $F(v)=\sum_{k=1}^{K} L_{k} f_{k}(v)$. The random variables $T_{0}^{(k, 1)}(i)$ are i.i.d. copies of $T_{0}^{(k, 1)}, i=1, \ldots, N_{k}(v), k \neq k_{2}$, while the random variables $\hat{T}_{\left(k_{2}, 1\right)}^{0}$ and $\hat{T}_{(k, 1)}^{0}(i), k \neq k_{2}, i=1, \ldots, N_{k}(v)$, are i.i.d. copies of $\operatorname{Exp}(F(v))$, which is the residence time in state 0 . Write $X \stackrel{d}{=} \operatorname{Geo}(p)$ when $X$ is a random variable with geometric distribution $\mathbb{P}(X=n)=p(1-p)^{n}, n \in \mathbb{N} \cup\{0\}$. Define the
random variable $N(v):=\sum_{k \neq k_{2}} N_{k}(v)$, counting the total number of entrances in branches other than $k_{2}$ before hitting the target branch $\mathcal{B}_{k_{2}}$. For all $k=$ $1, \ldots, K$, denote $p_{k}(v):=L_{k} f_{k}(v) / F(v)$. Clearly,

$$
N(v) \stackrel{d}{=} \operatorname{Geo}\left(p_{k_{2}}(v)\right),
$$

and the marginal distribution of $N_{k}(v)$ is $\operatorname{Geo}\left(\frac{p_{k_{2}}(v)}{p_{k_{2}}(v)+p_{k}(v)}\right)$.
We want to distinguish the branches that significantly affect the dynamics of the process (and hence the transition time) from those that do not. The quantity $\mathbb{E} N_{k}(v) \cdot \mathbb{E} T_{0}^{(k, 1)}(v)$, for $k \neq k_{2}$, is the mean time that the process spends in branch $\mathcal{B}_{k}$ along the transition $0 \rightarrow\left(k_{2}, l_{2}\right)$. Note that Proposition 3.3.1 gives

$$
\begin{equation*}
\mathbb{E} T_{0}^{(k, 1)}(v) \sim \frac{1}{L_{k}} f_{k}(v)^{L_{k}-1}, \quad \text { as } v \rightarrow \infty \tag{3.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{E} N_{k}(v)=\frac{p_{k}(v)}{p_{k_{2}}(v)}=\frac{L_{k} f_{k}(v)}{L_{k_{2}} f_{k_{2}}(v)} \tag{3.12}
\end{equation*}
$$

Therefore,

$$
\frac{\mathbb{E} N_{k}(v) \cdot \mathbb{E} T_{0}^{(k, 1)}(v)}{\mathbb{E} N_{j}(v) \cdot \mathbb{E} T_{0}^{(j, 1)}(v)} \sim \frac{f_{k}(v)^{L_{k}}}{f_{j}(v)^{L_{j}}}, \quad \text { as } v \rightarrow \infty,
$$

which shows that indeed only the visits to dominant branches asymptotically contribute to the mean transition time.

### 3.4.2 Asymptotic mean transition time

We present here the proof of Theorem 3.2.1. Consider the stochastic representation (3.10) of the transition time $T_{\left(k_{1}, l_{1}\right),\left(k_{2}, l_{2}\right)}(v)$. Proposition 3.3.1 implies that

$$
\mathbb{E} T_{\left(k_{1}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v) \sim \frac{1}{L_{k_{1}}\left(L_{k_{1}}-1\right)} f_{k_{1}}(v)^{L_{k_{1}}-2}, \quad \text { as } v \rightarrow \infty,
$$

and that

$$
\mathbb{E} T_{0}^{\left(k_{1}, 1\right)}(v) \sim \frac{1}{L_{k_{1}}} f_{k_{1}}(v)^{L_{k_{1}}-1}, \quad \text { as } v \rightarrow \infty
$$

Hence $\mathbb{E} T_{\left(k_{1}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)=o\left(\mathbb{E} T_{0}^{\left(k_{1}, 1\right)}(v)\right)$ as $v \rightarrow \infty$. Moreover $\mathbb{E} \hat{T}_{(k, 1)}^{0}(v)=o(1)$. Lemma 3.4.2 below implies that $\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v)=o\left(\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)\right)$. The asymptotic relation (3.4) then follows using the definition of $K_{*}$, the asymptotic estimate (3.11) and the identity (3.12). Lemma 3.4.2 guarantees that once the process has entered the target branch $\mathcal{B}_{k_{2}}$, even if it may exit from it, the mean time it takes to reach the target state $\left(k_{2}, l_{2}\right)$ is negligible with respect to the mean overall transition time.

## Lemma 3.4.2.

$$
\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v)=o\left(\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)\right), \quad \text { as } v \rightarrow \infty
$$

Proof. Consider the event

$$
\begin{aligned}
\mathcal{E}(v) & =\left\{\text { the first } l_{2}-1 \text { transitions are all towards the state }\left(k_{2}, l_{2}\right)\right\} \\
& =\bigcap_{i=1}^{l_{2}-1}\left\{\text { the } i \text {-th transition is from }\left(k_{2}, i\right) \text { to }\left(k_{2}, i+1\right)\right\}
\end{aligned}
$$

Exploiting the fact that all these events are independent, we can compute

$$
\begin{aligned}
\mathbb{P}(\mathcal{E}(v)) & =\prod_{i=1}^{l_{2}-1} \mathbb{P}\left(\text { the } i \text {-th transition is from }\left(k_{2}, i\right) \text { to }\left(k_{2}, i+1\right)\right) \\
& =\prod_{i=1}^{l_{2}-1} \frac{\left(L_{k_{2}}-i\right) f_{k_{2}}(v)}{\left(L_{k_{2}}-i\right) f_{k_{2}}(v)+i^{\prime}}
\end{aligned}
$$

and clearly $\lim _{v \rightarrow \infty} \mathbb{P}(\mathcal{E}(v))=1$. We have that

$$
\mathbb{E}\left\{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}(v)\right\}=\sum_{m=1}^{l_{2}-1} \frac{1}{\left(L_{k_{2}}-m\right) f_{k_{2}}(v)+m}=: g(v)
$$

where $g(v) \downarrow 0$ as $v \rightarrow \infty$. For $n=1, \ldots, l_{2}-1$, consider the event

$$
\mathcal{E}_{n}^{c}(v)=\{\text { the first transition towards state } 0 \text { is the } n \text {-th one }\} .
$$

Note that the event $\mathcal{E}^{c}(v)$ can be decomposed as $\mathcal{E}^{c}(v)=\bigcup_{n=1}^{l_{2}-1} \mathcal{E}_{n}^{c}(v)$. Using the events $\mathcal{E}(v)$ and $\mathcal{E}_{n}^{c}(v)$, we can write

$$
\begin{align*}
\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v)= & \mathbb{E}\left\{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}(v)\right\} \mathbb{P}(\mathcal{E}(v)) \\
& +\sum_{n=1}^{l_{2}-1} \mathbb{E}\left\{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}_{n}^{c}(v)\right\} \mathbb{P}\left(\mathcal{E}_{n}^{c}(v)\right) . \tag{3.13}
\end{align*}
$$

If the event $\mathcal{E}_{1}^{c}(v)$ occurs, then the first transition is towards state 0 . In this case, we have

$$
\begin{align*}
\mathbb{E}\left\{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}_{1}^{c}(v)\right\} & \leq \mathbb{E}\left\{T_{0}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}_{1}^{c}(v)\right\}+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{0}(v) \\
& \leq \frac{1}{\left(L_{k_{2}}-1\right) f_{k_{2}}(v)+1}+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) \tag{3.14}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{E}_{1}^{c}(v)\right)=\frac{1}{\left(L_{k_{2}}-1\right) f_{k_{2}}(v)+1} \tag{3.15}
\end{equation*}
$$

Moreover, for $n=2, \ldots, l_{2}-1$, we have

$$
\begin{align*}
\mathbb{E}\left\{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}_{n}^{c}(v)\right\} & \leq \mathbb{E}\left\{T_{\left(k_{2}, n-1\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}_{n}^{c}(v)\right\}+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}\right)}(v) \\
& \leq \mathbb{E}\left\{T_{\left(k_{2}, n-1\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}(v)\right\}+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{0}(v) \\
& \leq \mathbb{E}\left\{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}(v)\right\}+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) . \tag{3.16}
\end{align*}
$$

From (3.13)-(3.16) it follows that

$$
\begin{aligned}
\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{2}, 1\right)}(v) & \leq g(v)+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) \mathbb{P}\left(\mathcal{E}^{c}(v)\right)+\mathbb{E}\left\{T_{0}^{\left(k_{2}, 1\right)}(v) \mid \mathcal{E}_{1}^{c}(v)\right\} \\
& \leq 2 g(v)+\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) \mathbb{P}\left(\mathcal{E}^{c}(v)\right) .
\end{aligned}
$$

We divide both sides by $\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)$, which is greater than 1 for $v$ sufficiently large, thanks to (3.7). Since $g(v)$ and $\mathbb{P}\left(\mathcal{E}^{c}(v)\right)$ are both $o(1)$, the proof of the lemma is complete.

### 3.4.3 Asymptotic distribution of the transition time

We now turn to the proof of Theorem 3.2.2. It is clear that only the dominant branches that asymptotically contribute to the expected magnitude of the transition time will play a role, possibly along with the escape time from the initial branch. As we will show, the various dominant branches may play different roles, depending on whether the expected number of visits during the transition time is zero, $O(1)$ or infinite in the limit as $v \rightarrow \infty$. We introduce

$$
\begin{equation*}
A(v):=T_{0}^{\left(k_{1}, 1\right)} \quad \text { and } \quad B(v):=\sum_{k \in K_{*}} \sum_{i=1}^{N_{k}(v)} T_{0}^{(k, 1)}(i), \tag{3.17}
\end{equation*}
$$

whose mean values correspond to the two terms at the right-hand side of (3.4). From the definition (3.5) of the coefficient $\alpha$ it follows that

$$
\alpha=\lim _{v \rightarrow \infty} \frac{\mathbb{E} A(v)}{\mathbb{E} A(v)+\mathbb{E} B(v)}
$$

When $\alpha=0$ the term $A(v)$ becomes asymptotically negligible compared to $B(v)$, while the opposite holds when $\alpha=1$. Proposition 3.3.6 already describes the asymptotic behavior of $A(v)$ after scaling. We need to understand the asymptotic behavior of $B(v)$ and for this purpose, it will be convenient to use a slightly different representation for it.

Define $p_{*}(v):=\sum_{k \in K_{*}} p_{k}(v)$ and $\hat{p}(v):=\frac{p_{*}(v)}{p_{k_{2}}(v)+p_{*}(v)}$. Introduce the random variable $N_{*}(v):=\operatorname{Geo}(1-\hat{p}(v))$, which represents the number of visits to the dominant branches, before entering the target branch $\mathcal{B}_{k_{2}}$. Intro-
duce the sequence $\left(\tau^{(i)}(v)\right)_{i \geq 1}$ of i.i.d. random variables, $\tau^{(i)}(v) \stackrel{d}{=} \tau(v)$, where $\tau(v) \stackrel{d}{=} T_{0}^{(k, 1)}(v)$ with probability $p_{k}(v) / p_{*}(v)$ for every $k \in K_{*}$. Then

$$
\begin{equation*}
B(v) \stackrel{d}{=} \sum_{i=1}^{N_{*}(v)} \tau^{(i)}(v) \tag{3.18}
\end{equation*}
$$

For $k \in K_{*}$ we define

$$
\begin{equation*}
\beta_{k}:=\lim _{v \rightarrow \infty} \frac{L_{k} f_{k}(v)}{L_{k_{2}} f_{k_{2}}(v)} . \tag{3.19}
\end{equation*}
$$

In view of (3.2), $\beta_{k}$ may be interpreted as the stationary ratio between the number of visits to branch $k$ and to branch $k_{2}$ as $v \rightarrow \infty$. Thanks to (3.12), $\beta_{k}$ also represents the asymptotic mean number of visits to branch $\mathcal{B}_{k}$ before the first entrance in branch $\mathcal{B}_{k_{2}}$ as $v \rightarrow \infty$, when the process starts in state 0 , i.e.

$$
\begin{equation*}
\beta_{k}=\lim _{v \rightarrow \infty} \mathbb{E} N_{k}(v) . \tag{3.20}
\end{equation*}
$$

To avoid technicalities, we henceforth assume that all the parameters $\beta_{k}$ are well defined. Moreover, we introduce the parameter $\beta:=\sum_{k \in K_{*}} \beta_{k}$, which is the asymptotic mean number of visits to dominant branches before hitting $\mathcal{B}_{k_{2}}$ as $v \rightarrow \infty$, i.e. $\beta=\lim _{v \rightarrow \infty} \mathbb{E} N_{*}(v)$. Based on the definition of the parameter $\beta_{k}$ in (3.19), we partition the index set $K_{*}$ of the dominant branches into three subsets, namely

$$
K_{*}=\mathcal{N} \cup \mathcal{A} \cup \mathcal{S},
$$

using the following rule:

- $k \in \mathcal{N}$ if $\beta_{k}=0$;
- $k \in \mathcal{A}$ if $\beta_{k} \in \mathbb{R}_{+}$;
- $k \in \mathcal{S}$ if $\beta_{k}=\infty$.

The branches in $\mathcal{N}, \mathcal{A}$ and $\mathcal{S}$ will be called non-attracting, attracting and strongly attracting, respectively. Define moreover the coefficients $\gamma_{\mathcal{N}}:=\sum_{k \in \mathcal{N}} \gamma_{k}, \gamma_{\mathcal{A}}:=$ $\sum_{k \in \mathcal{A}} \gamma_{k}$ and $\gamma_{\mathcal{S}}:=\sum_{k \in \mathcal{S}} \gamma_{k}$, with the parameters $\gamma_{k}$ as defined in (3.3).

We are now ready to present the proof of Theorem 3.2.2. Specifically, we prove that if $k_{1} \neq k_{2}, 1 \leq l_{1} \leq L_{k_{1}}$ and $1 \leq l_{2} \leq L_{k_{2}}$, then

$$
\frac{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)}{\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)} \xrightarrow{d} \alpha Y+(1-\alpha) W, \quad \text { as } v \rightarrow \infty,
$$

where $\alpha$ is the constant defined in (3.5), $Y$ is an exponential random variable with unit mean and $W$ is a random variable independent of $Y$, with Laplace transform

$$
\begin{equation*}
\mathcal{L}_{W}(s)=\frac{1}{1+\sum_{k \in \mathcal{A}} \frac{\gamma_{k} s}{1+\gamma_{k} s / \beta_{k}}+s \gamma_{\mathcal{S}}} \tag{3.21}
\end{equation*}
$$

The crucial idea of the proof is to use Lemma 3.3.5 with the dominant term $U(v)$ defined as the sum of the two random variables introduced in (3.17), i.e.

$$
U(v):=A(v)+B(v)=T_{0}^{\left(k_{1}, 1\right)}+\sum_{k \in K_{*}} \sum_{i=1}^{N_{k}(v)} T_{0}^{(k, 1)}(i)
$$

Theorem 3.2.1 implies that $\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) \sim \mathbb{E} U(v)$ as $v \rightarrow \infty$ and its proof shows that all the other terms present in the stochastic representation (3.10) are negligible compared to $U(v)$. Note that

$$
\frac{U(v)}{\mathbb{E} U(v)}=\frac{A(v)}{\mathbb{E} U(v)}+\frac{B(v)}{\mathbb{E} U(v)}=\frac{\mathbb{E} A(v)}{\mathbb{E} U(v)} \frac{A(v)}{\mathbb{E} A(v)}+\frac{\mathbb{E} B(v)}{\mathbb{E} U(v)} \frac{B(v)}{\mathbb{E} B(v)}
$$

Recall that $A(v)$ and $B(v)$ are independent by construction. If we knew that there exist two random variables $Y$ and $W$ such that $A(v) / \mathbb{E} A(v) \xrightarrow{d} Y$ and $B(v) / \mathbb{E} B(v) \xrightarrow{d} W$ as $v \rightarrow \infty$, then

$$
\frac{U(v)}{\mathbb{E} U(v)} \xrightarrow{d} \alpha Y+(1-\alpha) W, \quad \text { as } v \rightarrow \infty,
$$

and Lemma $3.3 \cdot 5$ would imply that

$$
\frac{T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)}{\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)} \stackrel{d}{\rightarrow} \alpha Y+(1-\alpha) W, \quad \text { as } v \rightarrow \infty .
$$

Proposition 3.3.6 immediately gives that

$$
\frac{A(v)}{\mathbb{E} A(v)} \xrightarrow{d} Y, \quad \text { as } v \rightarrow \infty,
$$

where $Y$ is an exponential random variable with mean one.
Thus it remains to establish that the random variable $B(v) / \mathbb{E} B(v)$ converges to $W$ in distribution. For $B(v)$ defined in (3.17) it follows from (3.18) that $\mathbb{E} B(v)=\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)$ and that

$$
\begin{equation*}
\mathcal{L}_{B(v) / \mathbb{E} B(v)}(s)=G_{N_{*}(v)}\left(\mathcal{L}_{\tau(v) / \mathbb{E} B(v)}(s)\right)=G_{N_{*}(v)}\left(\mathcal{L}_{\tau(v) / \mathbb{E} \tau(v)}\left(\frac{s}{\mathbb{E}_{*}(v)}\right)\right) \tag{3.22}
\end{equation*}
$$

where

$$
\begin{equation*}
G_{N_{*}(v)}(z)=\mathbb{E}\left(z^{N_{*}(v)}\right)=\frac{1}{1+(1-z) \mathbb{E} N_{*}(v)} \tag{3.23}
\end{equation*}
$$

We need then to derive the asymptotic distribution of the random variable $\tau(v) / \mathbb{E} \tau(v)$. Let $T_{k}(v)=T_{0}^{(k, 1)}(v)$. Then $\mathcal{L}_{\tau(v)}(s)=\sum_{k \in K_{*}} \frac{p_{k}(v)}{p_{*}(v)} \mathcal{L}_{T_{k}(v)}(s)$ and, using $\mathbb{E} N_{k}(v)=p_{k}(v) / p_{k_{2}}(v)$ from (3.12), we get

$$
\begin{aligned}
\mathcal{L}_{\tau(v) / \mathbb{E} \tau(v)}\left(s / \mathbb{E} N_{*}(v)\right) & =\mathcal{L}_{\tau(v)}\left(\frac{s}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)}\right) \\
& =\sum_{k \in K^{*}} \frac{p_{k}(v)}{p_{*}(v)} \mathcal{L}_{T_{k}(v)}\left(\frac{s}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)}\right) \\
& =\sum_{k \in K^{*}} \frac{\mathbb{E} N_{k}(v)}{\mathbb{E} N_{*}(v)} \mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(\frac{s \mathbb{E} T_{k}(v)}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)}\right) .
\end{aligned}
$$

From the definition of $\gamma_{k}$ in (3.3) and the identity in distribution (3.18), by means of (3.11) and (3.12), we can see that

$$
\begin{equation*}
\gamma_{k}=\lim _{v \rightarrow \infty} \frac{\mathbb{E} N_{k}(v) \mathbb{E} T_{k}(v)}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)}, \quad k \in K_{*} \tag{3.24}
\end{equation*}
$$

which shows that, as claimed at the end of Section 3.1, $\gamma_{k}$ equals the asymptotic fraction of time that the activity process spends in the branch $\mathcal{B}_{k}$ during the transition from 0 to $\left(k_{2}, l_{2}\right)$ as $v \rightarrow \infty$. For $k \in K_{*}$, define

$$
\begin{equation*}
h_{k}(v):=\frac{\mathbb{E} T_{k}(v)}{\mathbb{E N}_{*}(v) \mathbb{E} \tau(v)}, \tag{3.25}
\end{equation*}
$$

and note that $\lim _{v \rightarrow \infty} h_{k}(v)=\gamma_{k} / \beta_{k}$. Indeed, it follows from (3.20) and (3.24) that

$$
\lim _{v \rightarrow \infty} h_{k}(v)=\lim _{v \rightarrow \infty} \frac{\mathbb{E} T_{k}(v)}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)}=\lim _{v \rightarrow \infty} \frac{\mathbb{E} N_{k}(v) \mathbb{E} T_{k}(v)}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)} \frac{1}{\mathbb{E} N_{k}(v)}=\frac{\gamma_{k}}{\beta_{k}} .
$$

Combining (3.22)-(3.25) yields

$$
\begin{align*}
& \mathcal{L}_{B(v) / \mathbb{E} B(v)}(s) \\
& =\left[1+\left(1-\mathcal{L}_{\tau(v) / \mathbb{E} \tau(v)}\left(s / \mathbb{E} N_{*}(v)\right)\right) \mathbb{E} N_{*}(v)\right]^{-1} \\
& =\left[1+\left(1-\sum_{k \in K^{*}} \frac{\mathbb{E} N_{k}(v)}{\mathbb{E} N_{*}(v)} \mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(\frac{s \mathbb{E} T_{k}(v)}{\mathbb{E} N_{*}(v) \mathbb{E} \tau(v)}\right)\right) \mathbb{E} N_{*}(v)\right]^{-1} \\
& =\left[1+\left(\mathbb{E} N_{*}(v)-\sum_{k \in K^{*}} \mathbb{E} N_{k}(v) \mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s h_{k}(v)\right)\right)\right]^{-1} \\
& =\left[1+\sum_{k \in K^{*}} \mathbb{E} N_{k}(v)\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s h_{k}(v)\right)\right)\right]^{-1} \tag{3.26}
\end{align*}
$$

In order to obtain an explicit expression for $\mathcal{L}_{B(v) / \mathbb{E} B(v)}(s)$ as $v \rightarrow \infty$, we need the following technical lemma, which is proved in Appendix 3.C.

Lemma 3.4.3. The following statements hold:
(i) If $k \in \mathcal{N}$, then

$$
\lim _{v \rightarrow \infty} \mathbb{E} N_{k}(v)\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(\operatorname{sh}_{k}(v)\right)\right)=0
$$

(ii) If $k \in \mathcal{A}$, then

$$
\lim _{v \rightarrow \infty} \mathbb{E} N_{k}(v)\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s h_{k}(v)\right)\right)=\frac{\gamma_{k} s}{1+\gamma_{k} s / \beta_{k}} .
$$

(iii) If $k \in \mathcal{S}$, then

$$
\lim _{v \rightarrow \infty} \mathbb{E} N_{k}(v)\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(\operatorname{sh}_{k}(v)\right)\right)=\gamma_{k} s
$$

From Lemma $3.4 \cdot 3$ and (3.26) it follows that

$$
\mathcal{L}_{W}(s)=\lim _{v \rightarrow \infty} \mathcal{L}_{B(v) / \mathbb{E} B(v)}(s)=\left[1+\sum_{k \in \mathcal{A}} \frac{\gamma_{k} s}{1+\gamma_{k} s / \beta_{k}}+\sum_{k \in \mathcal{S}} \gamma_{k} s\right]^{-1}
$$

The independence of $Y$ and $W$ easily follows from the independence of the corresponding terms in the stochastic representation (3.10).

### 3.4.4 The random variable W: Properties and interpretation

The random variable $W$ is defined by its Laplace transform, see (3.21). We remark that the shape of the distribution $W$ is fully determined by the branches in $\mathcal{A}$ and $\mathcal{S}$, independently of the branches in $\mathcal{N}$. Indeed the random variable $W$ can be represented as

$$
W \stackrel{d}{=}\left(1-\gamma_{\mathcal{N}}\right) \bar{W}
$$

where $\bar{W}$ is a unit-mean random variable that in no way depends on the parameters of the branches in the set $\mathcal{N}$. On the other hand, the presence of the factor $\left(1-\gamma_{\mathcal{N}}\right)$ reflects the fact that the branches in $\mathcal{N}$ do affect the mean of the asymptotic scaled transition time: Indeed convergence of the first moments holds if and only if $\alpha=1$ or $\mathcal{N}=\varnothing$. Indeed,

$$
\alpha \mathbb{E} Y+(1-\alpha) \mathbb{E} W=\alpha+(1-\alpha)\left(1-\gamma_{\mathcal{N}}\right)
$$

and, if $\mathcal{N} \neq \varnothing$, then $\gamma_{\mathcal{N}}>0$ and so $\alpha \mathbb{E} Y+(1-\alpha) \mathbb{E} W<1$ when $\alpha \neq 1$.
Whenever either $\mathcal{A}$ or $\mathcal{S}$ is empty, the distribution of $W$ is known explicitly, cf. Table 3.1. However, also in the scenario where both $\mathcal{A}$ and $\mathcal{S}$ are non-empty, it is still possible to give an interpretation of the distribution of $W$. If $\mathcal{A} \neq \varnothing$, define $m:=|\mathcal{A}|$ and label the branches belonging to $\mathcal{A}$ as $1,2, \ldots, m$. Let $\beta_{\mathcal{A}}:=\sum_{k=1}^{m} \beta_{k} \in(0, \infty)$ be the asymptotic mean number of visits to attracting
branches as $v \rightarrow \infty$. Consider a hyper-exponentially distributed random variable $H$ with rates $\beta_{k} / \gamma_{k}$ and probabilities $\beta_{k} / \beta_{\mathcal{A}}, k=1, \ldots, m$, whose Laplace transform is

$$
\mathcal{L}_{H}(s)=\sum_{k=1}^{m} \frac{\beta_{k}}{\beta_{\mathcal{A}}} \frac{\beta_{k} / \gamma_{k}}{\beta_{k} / \gamma_{k}+s} .
$$

Furthermore, consider a marked Poisson process with rate $\lambda=\beta_{\mathcal{A}} / \gamma_{\mathcal{S}}$ and i.i.d. marks distributed according to $H$. The random variable $W$ in (3.21) corresponds to the sum of a random time $\mathcal{T}$, with $\mathcal{T}$ exponentially distributed with mean $1 / \mu=\gamma_{\mathcal{S}}$, and the total size $\mathcal{W}(\mathcal{T})$ of the marks associated with all the events in interval $[0, \mathcal{T}]$. Indeed

$$
\begin{aligned}
\mathcal{L}_{\mathcal{T}+\mathcal{W}(\mathcal{T})}(s) & \left.=\int_{t=0}^{\infty} e^{-s t} e^{\lambda t\left(\sum_{k=1}^{m} \frac{\beta_{k}}{\beta_{\mathcal{A}}} \frac{\beta_{k} / \gamma_{k}}{\beta_{k} / \gamma_{k}+s}-1\right.}\right) \mu e^{-\mu t} \mathrm{~d} t \\
& =\left[1+\frac{\lambda}{\mu}\left(\sum_{k=1}^{m} \frac{\beta_{k}}{\beta_{\mathcal{A}}} \frac{\beta_{k} / \gamma_{k}}{\beta_{k} / \gamma_{k}+s}\right)+\frac{s}{\mu}\right]^{-1} \\
& =\left[1+\beta_{\mathcal{A}}\left(\sum_{k=1}^{m} \frac{\beta_{k}}{\beta_{\mathcal{A}}} \frac{s}{\beta_{k} / \gamma_{k}+s}\right)+s \gamma_{\mathcal{S}}\right]^{-1} \\
& =\left[1+\sum_{k \in \mathcal{A}} \frac{\gamma_{k} s}{1+\gamma_{k} s / \beta_{k}}+s \gamma_{\mathcal{S}}\right]^{-1} .
\end{aligned}
$$

The stochastic equality $W \stackrel{d}{=} \mathcal{T}+\mathcal{W}(\mathcal{T})$ may be interpreted as follows. Define $p_{\mathcal{A}}:=\sum_{k \in \mathcal{A}} p_{k}(v)$ and $p_{\mathcal{S}}:=\sum_{k \in \mathcal{S}} p_{k}(v)$. The total number of visits during the transition time to the branches in $\mathcal{S}$ is geometrically distributed with parameter $p_{k_{2}} / p_{\mathcal{S}}$. Since the durations of these visits are independent and each relatively short compared to the transition time, the total normalized amount of time spent in the branches in $\mathcal{S}$ is exponentially distributed in the limit as $v \rightarrow \infty$ with mean $\gamma_{\mathcal{S}}$. The visits to the branches in $\mathcal{S}$ are interspersed with visits to the branches in $\mathcal{A}$. The number of visits to branches in $\mathcal{S}$ between two consecutive visits to branches in $\mathcal{A}$ is geometrically distributed with parameter $p_{\mathcal{A}} / p_{\mathcal{S}}$. The normalized durations of the visits to the branches in $\mathcal{A}$ have the hyper-exponential distribution $H$ as specified above. By similar arguments as mentioned above, the normalized amounts of time between these visits are independent and exponentially distributed in the limit as $v \rightarrow \infty$ with mean $\gamma_{\mathcal{S}} \cdot p_{k_{2}} / p_{\mathcal{A}}=\gamma_{\mathcal{S}} / \beta_{\mathcal{A}}$. In other words, the visits to the branches in $\mathcal{A}$ occur as a Poisson process with rate $\lambda=\beta_{\mathcal{A}} / \gamma_{\mathcal{S}}$.

### 3.4.5 An overview of the possible limiting distributions

In this subsection we present an overview of all the possible limiting distributions of the scaled transition time by means of Table 3.1.

The case $\alpha=1$ always yields asymptotic exponentiality: This happens when the escape time from branch $\mathcal{B}_{k_{1}}$ dominates the total transition time. As soon
as $\alpha \neq 1$, the set of dominant branches starts to play an important role. In particular, the shape of the asymptotic distribution depends only on the branches in the sets $\mathcal{A}$ and $\mathcal{S}$ and changes substantially whenever one of these two subsets (or both) are empty. In the case $\alpha=0$ a diverse range of behaviors may occur, with asymptotic exponentiality only in a somewhat degenerate special case 1c. The behavior for $\alpha \in(0,1)$ is just a weighted combination of the extreme cases $\alpha=0$ and $\alpha=1$, as described in Theorem 3.2.2. It does not give rise to fundamentally different behavior, but interestingly enough, it does yield asymptotic exponentiality in some very special cases.

If all nodes have the same activation rate, then without loss of generality, we may assume $f_{k}(v)=v, k=1, \ldots, K$. Under this homogeneity assumption, the sizes of components become crucial. Indeed, if one defines $L_{*}:=\max _{k \neq k_{2}} L_{k}$ to be the size of the largest component, then $K_{*}=\left\{k \neq k_{2}: L_{k}=L_{*}\right\}$. In this case the orders of magnitude of the two dominant terms defined in (3.17) of the stochastic representation (3.10) are

$$
\mathbb{E} A(v)=\mathbb{E} T_{0}^{\left(k_{1}, 1\right)}(v) \sim \frac{v^{L_{k_{1}}-1}}{L_{k_{1}}}, \quad \text { as } v \rightarrow \infty,
$$

and

$$
\mathbb{E} B(v)=\mathbb{E}\left(\sum_{k \in K_{*}} \sum_{i=1}^{N_{k}(v)} T_{0}^{(k, 1)}(i)\right) \sim\left|K_{*}\right| \frac{v^{L_{*}-1}}{L_{k_{2}}}, \quad \text { as } v \rightarrow \infty
$$

and hence for $1 \leq l_{1} \leq L_{k_{1}}, 1 \leq l_{2} \leq L_{k_{2}}$ and $k_{1} \neq k_{2}$,

$$
\begin{equation*}
\mathbb{E} T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v) \sim\left(\frac{\mathbb{1}_{\left\{k_{1} \in K_{*}\right\}}}{L_{*}}+\frac{\left|K_{*}\right|}{L_{k_{2}}}\right) v^{L_{*}-1}, \quad \text { as } v \rightarrow \infty . \tag{3.27}
\end{equation*}
$$

Moreover, $\beta_{k} / \gamma_{k}=(1-\alpha) / \alpha$ for every $k \in \mathcal{A}$ and thus only two possible scenarios can occur, namely $1 b^{*}$ and $2 b^{* * *}$. The discriminating factor between these two scenarios is the value of $\alpha$. More specifically, if $k_{1} \notin K_{*}$, then $\alpha=0$ and thus we are in scenario $1 \mathrm{~b}^{*}$. If instead $k_{1} \in K_{*}$, then $\alpha=L_{k_{2}} /\left(\left|K_{*}\right| L_{*}\right)$, which means that scenario $2 b^{* * *}$ occurs and hence asymptotic exponentiality arises.

In Table 3.1, we denote by $\left(H_{i}\right)_{i \in \mathbb{N}}$ a sequence of i.i.d. hyper-exponential random variables, i.e. $H_{i} \stackrel{d}{=} H$ (see the definition of $H$ in Subsection 3.4.4), while $\mathcal{G}$ is a geometric random variable $\mathcal{G} \stackrel{d}{=} \operatorname{Geo}\left(\frac{1}{1+\beta_{\mathcal{A}}}\right)$, independent of all the other random variables.

| $\alpha$ | $\mathcal{A}$ | $\mathcal{S}$ | Limiting distribution | Additional conditions | Case |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $\varnothing$ | $\varnothing$ | $\delta_{0} \quad$ (trivial r.v. identical to 0) |  | 1 a |
|  | non-empty | $\varnothing$ | $\begin{aligned} & \sum_{i=1}^{\mathcal{G}} H_{i}\left(\frac{\beta_{1}}{\beta_{\mathcal{A}}}, \ldots, \frac{\beta_{m}}{\beta_{\mathcal{A}}}, \frac{\beta_{1}}{\gamma_{1}}, \ldots, \frac{\beta_{m}}{\gamma_{m}}\right) \\ & \sum_{i=1}^{\mathcal{G}} \operatorname{Exp}_{i}(\lambda) \end{aligned}$ | $\beta_{k} / \gamma_{k}=\lambda \quad \forall k \in \mathcal{A}$ | 16 $1 b^{*}$ |
|  | $\varnothing$ | non-empty | $\operatorname{Exp}\left(1 / \gamma_{\mathcal{S}}\right)$ |  | 1 C |
|  | non-empty | non-empty | W |  | 1 d |
| $(0,1)$ | $\varnothing$ | $\varnothing$ | $\operatorname{Exp}(1 / \alpha)$ |  | 2 a |
|  | non-empty | $\varnothing$ | $\begin{aligned} & \operatorname{Exp}(1 / \alpha)+\sum_{i=1}^{\mathcal{G}} H_{i}\left(\frac{\beta_{1}}{\beta_{\mathcal{A}}}, \ldots, \frac{\beta_{m}}{\beta_{\mathcal{A}}}, \frac{\beta_{1}}{(1-\alpha) \gamma_{1}}, \ldots, \frac{\beta_{m}}{(1-\alpha) \gamma_{m}}\right) \\ & \operatorname{Exp}(1 / \alpha)+\sum_{i=1}^{\mathcal{G}} \operatorname{Exp}_{i}\left(\frac{\lambda}{1-\alpha}\right) \\ & \operatorname{Exp}\left(\frac{1}{\alpha\left(1+\sum_{k=1}^{m} \beta_{k}\right)}\right) \\ & \operatorname{Exp}(1) \end{aligned}$ | $\begin{gathered} \beta_{k} / \gamma_{k}=\lambda \quad \forall k \in \mathcal{A} \\ \beta_{k} / \gamma_{k}=\frac{1-\alpha}{\alpha} \quad \forall k \in \mathcal{A} \\ \beta_{k} / \gamma_{k}=\frac{1-\alpha}{\alpha} \quad \forall k \in \mathcal{A} \\ \sum_{i=1}^{m} \beta_{k}=\frac{1-\alpha}{\alpha} \end{gathered}$ | 2b <br> $2 b^{*}$ <br> $2 b^{* *}$ <br> $2 b^{* * *}$ |
|  | $\varnothing$ | non-empty | $\begin{aligned} & \operatorname{Exp}(1 / \alpha)+\operatorname{Exp}\left(1 /(1-\alpha) \gamma_{\mathcal{S}}\right) \\ & \operatorname{Erlang}(2,1 / \alpha) \end{aligned}$ | $\alpha=\gamma_{\mathcal{S}} /\left(1+\gamma_{\mathcal{S}}\right)$ | $\begin{gathered} 2 \mathrm{C} \\ 2 \mathrm{c}^{*} \end{gathered}$ |
|  | non-empty | non-empty | $\operatorname{Exp}(1 / \alpha)+(1-\alpha) W$ |  | 2d |
| 1 | - | - | $\operatorname{Exp}(1)$ |  | 3 |

Table 3.1: Overview of the possible asymptotic distributions of the scaled transition time

To illustrate the range of possible limiting distributions, we present some simulation results. We consider the simplest system that is sufficiently rich to show the wide range of behaviors presented in Table 3.1. Specifically, we consider a complete 3-partite network, whose three components have sizes $L_{1}, L_{2}$ and $L_{3}$, and assume that the process starts in state $\left(1, L_{1}\right)$ and the target state is $\left(3, L_{3}\right)$. We use activation rates of the form $f_{k}(v)=v^{a_{k}}$. For compactness, we write $\underline{a}$ for $\left(a_{1}, a_{2}, a_{3}\right)$ and $\underline{L}$ for $\left(L_{1}, L_{2}, L_{3}\right)$. This choice for the activation rates allows to invert the Laplace transform of $W$ in all the cases and thus obtain a probability density function $f(x)$, which can be compared with the simulation data. All simulations have been performed choosing the parameter $v=150$ and simulating the transition time for each network 20000 times with a customized code written in the programming language $C$. The results are shown in Figures 3.3 and 3.4.


Figure 3.3: Plots of the empirical probability density function of the scaled transition times and the density $f(x)$ of $\alpha Y+(1-\alpha) W$


Figure 3.4: Plots of the empirical probability density function of the scaled transition times and the density $f(x)$ of $\alpha Y+(1-\alpha) W$

### 3.5 DELAY BOUNDS REVISITED

In the special case in which the $K$ components $V_{1}, \ldots, V_{K}$ of the conflict graph $G$ have all equal size $\left|V_{j}\right|=\cdots=\left|V_{K}\right|=L=N / K, G$ is a symmetric partite network (see the definition in Section 2.2). We further assume, only in this section, that all nodes have the same activation rate, i.e. $f_{k}(v)=v$ for every $k=1, \ldots, K$, so that we are back in the framework of Chapter 2.

After having identified $v=\sigma$, it immediately follows from (3.27) that $\Gamma(G)=N / K-1$ and in this way we obtain the lower bound for the long-term average delay on complete K-partite graphs presented in Section 2.4, namely

$$
\mathbb{E} W(\rho) \gtrsim\left(\frac{1}{1-\rho}\right)^{N / K-1}, \quad \text { as } \rho \uparrow 1
$$

However, using (3.27) and the structure of this conflict graph, we can sharpen this lower bound. Firstly, a careful inspection of the proof of Theorem 2.5.1 shows that the inequality

$$
\mathbb{E} W(\rho) \geq \frac{K-1}{2(K-\rho)} \mathbb{E} T_{\left(k_{2}, L\right)}^{\left(k_{1}, L\right)}(v)
$$

holds in fact for any activation rate $v>0$ and not only in the limit $v \rightarrow \infty$. Furthermore, from (3.27) it follows that

$$
\begin{equation*}
\mathbb{E} T_{\left(k_{2}, L\right)}^{\left(k_{1}, L\right)}(\sigma) \sim \frac{K^{2}}{N} \sigma^{N / K-1}, \quad \text { as } \sigma \rightarrow \infty \tag{3.28}
\end{equation*}
$$

Theorem 2.5.1 then yields

$$
\liminf _{\sigma \rightarrow \infty} \frac{\mathbb{E} W(\sigma)}{\mathbb{E} T_{\left(k_{2}, L\right)}^{\left(k_{1}, L\right)}(\sigma)} \geq \frac{K-1}{2(K-\rho)} \frac{K^{2}}{N} \sigma^{N / K-1}
$$

and, in view of Proposition 2.4.3, the long-term average delay $\mathbb{E} W(\rho)$ at any node scales as $\rho \uparrow 1$ at least as

$$
\begin{equation*}
\frac{(K-1)}{2(K-\rho)} \frac{K^{2}}{N}\left(\frac{1}{1-\rho}-\frac{N}{K}\right)^{\frac{N}{K}-1} \tag{3.29}
\end{equation*}
$$

A similar result for the long-run average delay can be deduced from [20, Theorem 2], namely that for every $\rho \in(0,1)$,

$$
\begin{equation*}
\mathbb{E} W(\rho) \geq \frac{(K-1)^{2} \rho^{N / K+1}}{2 N K^{N / K-1}(K-(K-1) \rho)}\left(\frac{1}{1-\rho}\right)^{N / K-1} \tag{3.30}
\end{equation*}
$$

Note that the constant appearing in this inequality in front of the leading term $\left(\frac{1}{1-\rho}\right)^{N / K-1}$ is smaller than the one in (3.29), so our result is sharper. However, inequality (3.30) holds for any load $\rho \in(0,1)$, while our result is meaningful only asymptotically.

## 3.6 throughput starvation and near-saturation

In this section we show how the results for the asymptotics of the transition time $T_{\left(k_{2}, l_{2}\right)}^{\left(k_{1}, l_{1}\right)}(v)$ in Theorems 3.2.1 and 3.2.2 can be exploited to gain insight into phenomena like throughput starvation or near-saturation. More specifically, we present the proof of Theorem 3.2.3, which gives an asymptotic lower bound on the probability of throughput starvation, and in Subsection 3.6.1 we prove Proposition 3.6.3, a complementary result which indicates over what time scales throughput near-saturation occurs.

Proof of Theorem 3.2.3. Recall that in Section 3.2 we defined $\tau_{k}(t)$ as $\tau_{k}(t)=$ $\int_{0}^{t} \mathbb{1}_{\left\{X^{*}(s) \in \mathcal{B}_{k}\right\}} \mathrm{d} s$. Observe that $\tau_{k_{2}}(t(v))>0$ if and only if $t(v)>T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)$, because the throughput of branch $\mathcal{B}_{k_{2}}$ remains zero until the activity process enters $\mathcal{B}_{k_{2}}$. Hence

$$
\mathbb{P}\left(\tau_{k_{2}}(t(v))>0\right)=\mathbb{P}\left(T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)<t(v)\right)=\mathbb{P}\left(\frac{T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)}{\mathbb{E} T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)}<\frac{t(v)}{\mathbb{E} T_{\left(k_{2}, 1\right)}^{\left(k_{1}, l_{1}\right)}(v)}\right) .
$$

Taking the limit as $v \rightarrow \infty$, Theorem 3.2.2, gives

$$
\lim _{v \rightarrow \infty} \mathbb{P}\left(\tau_{k_{2}}(t(v))>0\right) \leq \mathbb{P}(Z<\omega)
$$

and (3.6) follows.

### 3.6.1 Throughput near-saturation

Assume that at time $t=0$ there is at least one node active in component $V_{k}$, i.e. $X(0)=(k, l) \in \mathcal{B}_{k}$. Define the total full-component active time in $[0, t]$ as

$$
\tau_{k}[0, t]:=\int_{0}^{t} \mathbb{1}_{\left\{X(s)=\left(k, L_{k}\right)\right\}} \mathrm{d} s,
$$

the residual time in component $V_{k}$ during $[0, t]$ as

$$
R_{k}[0, t]:=\int_{0}^{t} \mathbb{1}_{\left\{X(r) \in \mathcal{B}_{k} \forall r \in[0, s]\right\}} \mathrm{d} s,
$$

and the full-component active time contained in the residual time in $V_{k}$ during $[0, t]$ as

$$
\tau_{k}^{\mathrm{res}}[0, t]:=\int_{0}^{t} \mathbb{1}_{\left\{X(r) \in \mathcal{B}_{k} \forall r \in[0, s]\right\}} \mathbb{1}_{\left\{X(s)=\left(k, L_{k}\right)\right\}} \mathrm{d} s
$$

For compactness, we have suppressed the implicit dependence on the parameter $v$ and the initial state $(k, l)$ in the notation. From this point onwards, we will also drop the subscript $k$ to keep the notation light. Note that

$$
R[0, t] \stackrel{d}{=} \min \left\{t, T_{0}^{(k, l)}\right\} \quad \text { and } \tau^{\mathrm{res}}[0, t] \stackrel{d}{=} \tau[0, R[0, t]] .
$$

The random variables $\tau[0, t], R[0, t]$ and $\tau^{\text {res }}[0, t]$, being particular occupancy times, are non-decreasing in $t$ on every sample path of the activity process $\{X(t)\}_{t \geq 0}$. Therefore, the random variables

$$
\begin{aligned}
& \tau[0, \infty]:=\lim _{t \rightarrow \infty} \tau[0, t], \\
& R[0, \infty]:=\lim _{t \rightarrow \infty} R[0, t]=T_{0}^{(k, l)}, \\
& \tau^{\mathrm{res}}[0, \infty]:=\lim _{t \rightarrow \infty} \tau^{\mathrm{res}}[0, t]
\end{aligned}
$$

are well defined. For $0 \leq s \leq t \leq \infty$, we define

$$
\begin{aligned}
& \tau[s, t]:=\tau[0, t]-\tau[0, s] \\
& R[s, t]:=R[0, t]-R[0, s], \\
& \tau^{\mathrm{res}}[s, t]:=\tau^{\mathrm{res}}[0, t]-\tau^{\mathrm{res}}[0, s] .
\end{aligned}
$$

From the above definition, it is easily seen that for every sample path, $\tau^{\text {res }}[s, t]$ provides a lower bound for both $\tau[s, t]$ and $R[s, t]$, as stated in the next lemma.

Lemma 3.6.1. For $0 \leq s \leq t \leq \infty, \tau^{\mathrm{res}}[s, t] \leq \tau[s, t]$ and $\tau^{\mathrm{res}}[s, t] \leq R[s, t]$.
Proof. Rearranging terms, both the differences $\tau[s, t]-\tau^{\text {res }}[s, t]$ and $R[s, t]-$ $\tau^{\text {res }}[s, t]$ can be written as integrals with a non-negative integrand.

In particular, Lemma 3.6.1 implies that, for every $0 \leq s \leq t \leq \infty$

$$
\begin{equation*}
\mathbb{E} \tau^{\mathrm{res}}[s, t] \leq \mathbb{E} R[s, t] \tag{3.31}
\end{equation*}
$$

However, as stated in the next lemma, in the limit as $v \rightarrow \infty$, the ratio of the expected values of $\tau^{\text {res }}[0, \infty]$ and $T_{0}^{(k, l)}=R[0, \infty]$ converges to 1 .
Lemma 3.6.2. For any initial state $X(0)=(k, l) \in \mathcal{B}_{k}$,

$$
\lim _{v \rightarrow \infty} \frac{\mathbb{E} \tau^{\text {res }}[0, \infty]}{\mathbb{E} T_{0}^{(k, l)}}=1
$$

Proof. Since the ratio is clearly less than 1 by (3.31), it suffices to show that the liminf as $v \rightarrow \infty$ is larger than 1. Applying the result in [131] and using (3.2), one obtains that for every $1 \leq l \leq L_{k}$, if $X(0)=(k, l)$, then

$$
\mathbb{E} \tau^{\mathrm{res}}[0, \infty]=\mathbb{E}\left(\int_{0}^{T_{0}^{(k, l)}} \mathbb{1}_{\left\{X(s)=\left(k, L_{k}\right)\right\}} \mathrm{d} s\right) \geq \frac{1}{L_{k}} f_{k}(v)^{L_{k}-1}
$$

and thus, involving (3.7),

$$
\liminf _{v \rightarrow \infty} \frac{\mathbb{E} \tau^{\mathrm{res}}[0, \infty]}{\mathbb{E} T_{0}^{(k, l)}} \geq \liminf _{v \rightarrow \infty} \frac{f_{k}(v)^{L_{k}-1} / L_{k}}{\mathbb{E} T_{0}^{(k, l)}}=1
$$

The next proposition establishes a near-saturation property in the sense that if $X(0)=(k, l) \in B_{k}$, then for any time period $t(v)=o\left(\mathbb{E} T_{0}^{(k, l)}\right)$ every node in component $V_{k}$ will be active an arbitrarily large fraction of the time with probability one as $v \rightarrow \infty$.

Proposition 3.6.3 (Throughput near-saturation). Suppose that $X(0)=(k, l) \in$ $\mathcal{B}_{k}$ and that $T_{0}^{(k, l)} / \mathbb{E} T_{0}^{(k, l)} \xrightarrow{d} \mathrm{Z}$ as $v \rightarrow \infty$. Then for every $\omega \in[0,1]$ and every $\delta>0$,

$$
\liminf _{\nu \rightarrow \infty} \mathbb{P}\left(\tau\left[0, \omega \mathbb{E} T_{0}^{(k, l)}\right] \geq(1-\delta) \omega \mathbb{E} T_{(k, l), 0}\right) \geq \mathbb{P}(Z \geq \omega)
$$

In particular, for any $t(v)=o\left(\mathbb{E} T_{0}^{(k, l)}(v)\right)$,

$$
\liminf _{v \rightarrow \infty} \mathbb{P}(\tau[0, t(v)] \geq(1-\delta) t(v))=1
$$

Remark. As mentioned earlier, the hypothesis that $T_{0}^{(k, l)} / \mathbb{E} T_{0}^{(k, l)} \xrightarrow{d} \mathrm{Z}$ is not just a convenient assumption, but something that we actually know. In particular, Proposition 3.3.6 says that $Z \stackrel{d}{=} \operatorname{Exp}(1)$. Moreover, since the result holds for every initial state in $\mathcal{B}_{k}$, it is true also for a random initial state in $\mathcal{B}_{k}$. Indeed, as seen in Section 3.3, the convergence in distribution of $T_{0}^{(k, l)}(v) / \mathbb{E} T_{0}^{(k, l)}(v)$ to $Z$ as $v \rightarrow \infty$ does not depend on the initial state, as long as it belongs to $\mathcal{B}_{k}$.
Proof. We abbreviate in this proof the hitting time $T_{0}^{(k, l)}$ as T. First, Lemma 3.6.1 implies that

$$
\mathbb{P}(\tau[0, \omega \mathbb{E} T] \geq(1-\delta) \omega \mathbb{E} T) \geq \mathbb{P}\left(\tau^{\mathrm{res}}[0, \omega \mathbb{E} T] \geq(1-\delta) \omega \mathbb{E} T\right)
$$

Moreover, by definition of $R[0, t]=\min \{t, T\}$, we have

$$
\mathbb{P}(R[0, \omega \mathbb{E} T] \geq \omega \mathbb{E} T)=\mathbb{P}(T \geq \omega \mathbb{E} T)
$$

In view of the assumption that $T(v) / \mathbb{E} T(v) \xrightarrow{d} \mathrm{Z}$ as $v \rightarrow \infty$, it therefore suffices to prove that for every $\omega \in[0,1]$ and every $\delta>0$,

$$
\liminf _{\nu \rightarrow \infty} \mathbb{P}\left(\tau^{\mathrm{res}}[0, \omega \mathbb{E} T] \geq(1-\delta) \omega \mathbb{E} T\right) \geq \liminf _{\nu \rightarrow \infty} \mathbb{P}(R[0, \omega \mathbb{E} T] \geq \omega \mathbb{E} T)
$$

Suppose that this latter statement is false, i.e. there exist $\omega_{0} \in[0,1], \delta>0$ and $\eta>0$ such that

$$
\begin{equation*}
\liminf _{v \rightarrow \infty} \mathbb{P}\left(\tau^{\text {res }}\left[0, \omega_{0} \mathbb{E} T\right] \geq(1-\delta) \omega_{0} \mathbb{E} T\right) \leq \liminf _{\nu \rightarrow \infty} \mathbb{P}\left(R\left[0, \omega_{0} \mathbb{E} T\right] \geq \omega_{0} \mathbb{E} T\right)-\eta \tag{3.32}
\end{equation*}
$$

Then it can be shown that there exists $\epsilon_{\omega_{0}, \delta}>0$ such that

$$
\begin{equation*}
\liminf _{v \rightarrow \infty} \frac{\mathbb{E} \tau^{\mathrm{res}}\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \leq \liminf _{v \rightarrow \infty} \frac{\mathbb{E} R\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T}-\epsilon_{\omega_{0}, \delta} . \tag{3.33}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
& \liminf _{v \rightarrow \infty}\left(\frac{\mathbb{E} R\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T}-\frac{\mathbb{E} \tau^{\mathrm{res}}\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T}\right) \\
& =\liminf _{v \rightarrow \infty} \int_{0}^{\infty} \mathbb{P}\left(\frac{R\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \geq y\right)-\mathbb{P}\left(\frac{\tau^{\mathrm{res}}\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \geq y\right) \mathrm{d} y \\
& \geq \liminf _{\nu \rightarrow \infty} \int_{(1-\delta) \omega_{0}}^{\omega_{0}} \mathbb{P}\left(\frac{R\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \geq y\right)-\mathbb{P}\left(\frac{\tau^{\mathrm{res}}\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \geq y\right) \mathrm{d} y \\
& \geq \int_{(1-\delta) \omega_{0}}^{\omega_{0}} \liminf _{v \rightarrow \infty}\left(\mathbb{P}\left(\frac{R\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \geq y\right)-\mathbb{P}\left(\frac{\tau^{\mathrm{res}}\left[0, \omega_{0} \mathbb{E} T\right]}{\mathbb{E} T} \geq y\right)\right) \mathrm{d} y \\
& \geq \eta \delta \omega_{0}>0,
\end{aligned}
$$

where the third last inequality is a consequence of Lemma 3.6.1, the second last inequality follows from the generalized Fatou's lemma, while the last inequality follows from (3.32) and is illustrated by Figure 3.5. Thus we can take $\epsilon_{\omega_{0}, \delta}:=\eta \delta \omega_{0}$. Equation (3.31) yields


Figure 3.5: $\mathbb{P}\left(\tau^{\text {res }}\left[0, \omega_{0} \mathbb{E} T\right] / \mathbb{E} T \geq y\right)$ (lower line) and $\mathbb{P}\left(R\left[0, \omega_{0} \mathbb{E} T\right] / \mathbb{E} T \geq y\right)$ (upper line)

$$
\begin{equation*}
\liminf _{v \rightarrow \infty} \frac{\mathbb{E} \tau^{\mathrm{res}}\left[\omega_{0} \mathbb{E} T, \infty\right]}{\mathbb{E} T} \leq \liminf _{v \rightarrow \infty} \frac{\mathbb{E} R\left[\omega_{0} \mathbb{E} T, \infty\right]}{\mathbb{E} T} \tag{3.34}
\end{equation*}
$$

and thus, summing term by term (3.33) and (3.34) and using the fact that $\mathbb{E} R[0, \infty]=\mathbb{E} T$ by definition, we get

$$
\liminf _{\nu \rightarrow \infty} \frac{\mathbb{E} \tau^{\mathrm{res}}[0, \infty]}{\mathbb{E} T} \leq \liminf _{\nu \rightarrow \infty} \frac{\mathbb{E} R[0, \infty]}{\mathbb{E} T}-\epsilon_{\omega_{0}, \delta}=1-\epsilon_{\omega_{0}, \delta}
$$

which contradicts Lemma 3.6.2.

In the previous sections we have analyzed the transient behavior of the aggregated Markov process $\left\{X^{*}(t)\right\}_{t \geq 0}$ in terms of hitting times and we have shown how this leads to starvation of individual nodes over certain time scales. In this section we turn attention to the long-run behavior of the Markov process $\left\{X^{*}(t)\right\}_{t \geq 0}$ and in particular examine the rate of convergence to the stationary distribution. We measure the rate of convergence in terms of the total variation distance and the so-called mixing time, which describes the time required for the distance to stationarity to become small.

The mixing time becomes particularly relevant when the network has two or more dominant components which together attract the entire probability mass in the limit as $v \rightarrow \infty$. Indeed, in this case, the mixing time provides an indication of how long it takes the activity process to reach a certain level of fairness among the dominant components. We will prove a lower bound for the mixing time using the notion of conductance.

Define $P_{v}^{t}(x, y):=\mathbb{P}\left(X^{*}(t)=y \mid X^{*}(0)=x\right)$ and denote by $P_{v}^{t}(x, \cdot)$ the distribution at time $t$ of the Markov process $\left\{X^{*}(t)\right\}_{t \geq 0}$ started at time 0 in $x$. We will also use the notation $\mu P_{v}^{t}$ to denote the distribution at time $t$ of the Markov process $\left\{X^{*}(t)\right\}_{t \geq 0}$ with initial distribution $\mu$ at time 0 . The maximal distance over $x \in \mathcal{X}^{*}$, measured in terms of total variation, between the distribution at time $t$ and the stationary distribution $\pi(v)$ is defined as

$$
d(t, v):=\max _{x \in \mathcal{X}^{*}}\left\|P_{v}^{t}(x, \cdot)-\pi \cdot(v)\right\|_{\mathrm{TV}}
$$

Define the mixing time of the process $\left\{X^{*}(t)\right\}_{t \geq 0}$ as

$$
t_{\operatorname{mix}}(\epsilon, v):=\inf \{t \geq 0: d(t, v) \leq \epsilon\}
$$

For a fixed $r \in(0,1)$ consider the subset $\tilde{K}(r)$ of branches whose stationary probability is asymptotically no more than $r$, i.e.

$$
\tilde{K}(r):=\left\{k: \lim _{v \rightarrow \infty} \pi_{\mathcal{B}_{\kappa}}(v) \leq r\right\} .
$$

Define $\kappa=\kappa(r)$ as the index corresponding to the branch $\mathcal{B}_{\kappa}$ which has asymptotically the largest mean escape time among those in $\tilde{K}(r)$, i.e. such that for every $j \in \tilde{K}(r)$,

$$
\begin{equation*}
\lim _{v \rightarrow \infty} \frac{\mathbb{E} T_{0}^{(\kappa, 1)}(v)}{\mathbb{E} T_{0}^{(j, 1)}(v)}=\lim _{v \rightarrow \infty} \frac{L_{j} f_{\kappa}(v)^{L_{\kappa}-1}}{L_{\kappa} f_{j}(v)^{L_{j}-1}} \geq 1 \tag{3.35}
\end{equation*}
$$

The next result shows that the mixing time is asymptotically at least of the same order of magnitude as the escape time from branch $\mathcal{B}_{\kappa}$.

Proposition 3.7.1 (Activity process mixing time). For any $r \in(0,1)$ and $\epsilon \in$ $(0,1-r)$, there exists a constant $C_{\epsilon, r}>0$ such that

$$
t_{\operatorname{mix}}(\epsilon, v) \gtrsim C_{\epsilon, r} \frac{f_{\kappa}(v)^{L_{\kappa}-1}}{L_{\kappa}}, \quad \text { as } v \rightarrow \infty
$$

Proposition 3.7.1 shows that it can take an extremely long time for the process $\left\{X^{*}(t)\right\}_{t \geq 0}$ to reach stationarity, especially when $v$ is large. Such a long mixing time is typically due to the activity process being stuck for a considerable period in one of the components, and thus not visiting the states in the other components. In fact, the statement of the proposition can be rewritten as

$$
t_{\mathrm{mix}}(\epsilon, v) \gtrsim C_{\epsilon, r} \mathbb{E} T_{0}^{(\kappa, 1)}(v), \quad \text { as } v \rightarrow \infty .
$$

We will prove Proposition 3.7.1 exploiting the presence of a bottleneck in the state space and using the notion of conductance.

For any subset $S \subseteq \mathcal{X}^{*}$, let $\pi_{S}(v)=\sum_{s \in S} \pi_{s}(v)$ be the stationary probability of the subset $S$. Define the probability flow out of $S$ as

$$
Q_{S, S^{c}}(v):=\sum_{s \in S, s^{\prime} \in S^{c}} \pi_{s}(v) q\left(s, s^{\prime}\right)
$$

where $q\left(s, s^{\prime}\right)$ is the transition rate between states $s, s^{\prime} \in \mathcal{X}$ for the aggregated process $\left\{X^{*}(t)\right\}_{t \geq 0}$ introduced in Section 3.1. Define moreover the conductance of $S \subseteq \mathcal{X}^{*}$ as

$$
\Phi_{S}(v):=\frac{Q_{S, S^{c}}(v)}{\pi_{S}(v)}
$$

The conductance profile of the process $\left\{X^{*}(t)\right\}_{t \geq 0}$ is defined as

$$
\Phi_{r}(v):=\min _{S \subset \mathcal{X}: \pi_{S}(v) \leq r} \Phi_{S}(v)
$$

The following result, valid for any Markov process on a finite state space $\mathcal{X}^{*}$ with conductance profile $\Phi_{r}$, shows how the conductance of the process yields a lower bound on the mixing time. It is a continuous-time version of [99, Theorem 7.3] and the proof is relegated to Appendix 3.D.

Lemma 3.7.2. For any $r \in(0,1)$ and any $\epsilon \in(0,1-r)$,

$$
t_{\mathrm{mix}}(\epsilon, v) \geq \frac{1-r-\epsilon}{\Phi_{r}(v)}
$$

In order to get a sharp bound for the conductance and hence a sharp lower bound for the mixing time, we need to identify a subset $S$ with low conductance. As proved in [93], it suffices to look at the connected subsets of the state space. Therefore the branches in $\tilde{K}(r)$ become good candidates for being the lowest-conductance subsets of $\mathcal{X}^{*}$. From (3.2) it follows that for any state ( $k, l$ ) in branch $\mathcal{B}_{k}$ with $l<L_{k}$,

$$
\frac{\pi_{(k, l)}(v)}{\pi_{\left(k, L_{k}\right)}(v)}=\binom{L_{k}}{l} f(v)^{l-L_{k}}, \quad \text { as } v \rightarrow \infty
$$

Using this fact, we obtain the following asymptotic estimate for the conductance of branch $\mathcal{B}_{k}$ as $v \rightarrow \infty$

$$
\Phi_{\mathcal{B}_{k}}(v)=\frac{\pi_{(k, 1)}(v) \cdot 1}{\sum_{l=1}^{L_{k}} \pi_{(k, l)}(v)}=\frac{\frac{\pi_{(k, 1)}(v)}{\pi_{\left(k, L_{k}\right)}(v)}}{\sum_{l=1}^{L_{k}} \frac{\pi_{(k, l)}(v)}{\pi_{\left(k, L_{k}\right)}(v)}} \geq \frac{\pi_{(k, 1)}(v)}{\pi_{\left(k, L_{k}\right)}(v)} \sim L_{k} f_{k}(v)^{1-L_{k}}
$$

Thanks to the definition (3.35) of $\kappa=\kappa(r), \pi_{\mathcal{B}_{k}}(v) \leq r$. Since by definition $\Phi_{r}(v) \leq \Phi_{\mathcal{B}_{k}}(v)$, the asymptotic estimate for $\Phi_{\mathcal{B}_{k}}(v)$ and Lemma 3.7.2 imply that for every $\epsilon \in\left(0, \frac{1}{4}\right)$ and for $v$ sufficiently large

$$
t_{\operatorname{mix}}(\epsilon, v) \gtrsim(1-r-\epsilon) \frac{f_{\kappa}(v)^{L_{\kappa}-1}}{L_{\kappa}}, \quad \text { as } v \rightarrow \infty
$$

which completes the proof of the lower bound claimed in Proposition 3.7.1.

### 3.8 MODEL EXTENSIONS

So far we have assumed that two nodes interfere if and only if they belong to different components. In this section, we continue to assume that nodes that belong to different components interfere, but we allow nodes within the same component to interfere as well. If two or more nodes within component $V_{k}$ interfere with each other, there will be fewer admissible activity states of smaller size. In particular, it is not longer the case that all the $L_{k}$ nodes of component $V_{k}$ can be active simultaneously, which makes the transition between different components potentially faster.

The components are assumed to be minimal, in the sense that they cannot be split into two non-trivial components, while retaining the full interference across components. As before, each independent set of the conflict graph must be a subset of one of the components, because two nodes that belong to different components by definition interfere. However, some subsets within the same component may no longer be independent sets in the conflict graph.

In the previous sections, we further assumed all nodes within the same component to have the same activation rate, so that state aggregation could be applied to obtain an equivalent Markov process with a star-shaped state space. In this section, we allow the nodes within the same component to have possibly different activation rates. With minor abuse of notation, denote by $f_{l}(v)$ the activation rate of node $l$, and define $F_{k}(v):=\sum_{j \in V_{k}} f_{l}(v)$ as the aggregate activation rate of all nodes in the $k$-th component. Due to this heterogeneity, it is not possible anymore to aggregate activity states with equal number of active nodes in a component as we did in Section 3.1. Hence, we go back to the setting of Subsection 1.2.2 and consider the activity process $\{X(t)\}_{t \geq 0}$ on the state space $\mathcal{X}$. In particular, an activity state $x \in \mathcal{X}$ is a $N$-dimensional 0-1 vector.

For every $x \in \mathcal{X}$ define $I_{x} \subseteq V$ to be the subset of nodes which are active in state $x$, i.e.

$$
I_{x}:=\left\{i \in V: x_{i}=1\right\}
$$

For every $x \in \mathcal{X}, I_{x}$ is by construction an independent set in the conflict graph $G$. Define moreover $\mathcal{X}_{k}:=\left\{x \in \mathcal{X}: I_{x} \subseteq V_{k}, x \neq 0\right\}$. Then

$$
\mathcal{X}=\{0\} \cup \bigcup_{k \in K} \mathcal{X}_{k}
$$

Each component satisfies the following monotonicity property: If $I_{x} \in \mathcal{X}_{k}$, then for every nonempty $I_{y} \subseteq I_{x}$, we have $I_{y} \in \mathcal{X}_{k}$. Indeed, if $x$ is an admissible state and it belongs to $\mathcal{X}_{k}$, then any state obtained from it by switching off some nodes is still admissible and belongs to $\mathcal{X}_{k}$ as well. The next lemma shows that between any pair of activity states corresponding to the same component, there continues to exist a path which does not visit the state $0 \in \mathcal{X}$.
Lemma 3.8.1. If $x, y$ are two admissible states in $\mathcal{X}_{k}$ both with at least one active node, then there exists a path in $\mathcal{X}_{k}$ from $x$ to $y$ that does not pass through the state $0 \in \mathcal{X}$, i.e. a finite sequence $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ of admissible states with $\omega_{1}=x$, $q\left(\omega_{j}, \omega_{j+1}\right)>0$ for every $j=1, \ldots, n-1$ and $\omega_{n}=y$ such that $0 \notin \omega$.
Proof. Consider the two independent sets $I_{x}$ and $I_{y}$ corresponding to the activity states $x$ and $y$, respectively. Since $x, y \in \mathcal{X}_{k}$ and they both have at least one active node, it follows that $I_{x}, I_{y} \subseteq V_{k}$ and that $I_{x}, I_{y} \neq \varnothing$. If $I_{x} \cap I_{y} \neq \varnothing$, then the statement is trivially true. Suppose instead that $I_{x} \cap I_{y}=\varnothing$ and without loss of generality take $I_{x}=A$ and $I_{y}=B$. Since all singletons $\{a\}, a \in A$, and $\{b\}, b \in B$, are subsets of $V_{k}$, thanks to the monotonicity property of $V_{k}$ we have that each one of the corresponding activity states $\mathbb{1}_{\{a\}}, a \in A$, and $\mathbb{1}_{\{b\}}$, $b \in B$ is admissible and can be reached starting from $x$ and $y$, respectively, without passing through the state $0 \in \mathcal{X}$. If there exists two states, $a \in A$ and $b \in B$ such that $a$ does not interfere with $b$, then the activity state $\mathbb{1}_{\{a, b\}}$ would be admissible and we can construct a path from $x$ to $y$ which does not pass through state 0 , namely

$$
x=\mathbb{1}_{A} \rightarrow \cdots \rightarrow \mathbb{1}_{\{a\}} \rightarrow \mathbb{1}_{\{a, b\}} \rightarrow \mathbb{1}_{\{b\}} \rightarrow \cdots \rightarrow \mathbb{1}_{B}=y .
$$

Consider now the case where every node in $A$ interferes with every node in $B$ and denote by $C$ the subset $V_{k} \backslash(A \cup B)$. Furthermore, define $C_{A} \subseteq C$ as the collection of the nodes $c \in C$ that interfere with all the nodes in $A$ and define $C_{B} \subseteq C$ analogously. We claim that every $c \in C$ interferes either with all the nodes in $A$ or with all the nodes in $B$, i.e.

$$
C=C_{A} \cup C_{B}
$$

Indeed, if there exist $a \in A, b \in B$ such that both $a$ and $b$ do not interfere with $c$, then we could construct a path from $x$ to $y$ which does not pass through state 0 , namely

$$
x=\mathbb{1}_{A} \rightarrow \cdots \rightarrow \mathbb{1}_{\{a\}} \rightarrow \mathbb{1}_{\{a, c\}} \rightarrow \mathbb{1}_{\{c\}} \rightarrow \mathbb{1}_{\{b, c\}} \rightarrow \mathbb{1}_{\{b\}} \rightarrow \cdots \rightarrow \mathbb{1}_{B}=y
$$

Furthermore,

$$
C \neq C_{A} \cap C_{B}
$$

since otherwise all nodes in $C$ would interfere with all nodes in $A$ and in $B$ and $V_{k}$ could be split into $C$ and $A \cup B$, violating the minimality assumption. Hence, one of the two sets $C_{A} \backslash C_{B}$ or $C_{B} \backslash C_{A}$ is not empty, say $C_{A} \backslash C_{B}$ without loss of generality. Also the other subset $C_{B} \backslash C_{A}$ is not empty, since otherwise we could split $V_{k}$ into $A$ and $V_{k} \backslash A$.

If all nodes in $C_{A}$ interfere with all nodes in $C_{B}$, then $A \cup C_{B}$ and $B \cup C_{A}$ would be a non-trivial split of the component $V_{k}$, thus there exists two nodes, $c_{a} \in C_{A}$ and $c_{b} \in C_{B}$, that do not interfere with each other. But then we can construct a path

$$
x=\mathbb{1}_{A} \rightarrow \cdots \rightarrow \mathbb{1}_{\left\{c_{b}\right\}} \rightarrow \mathbb{1}_{\left\{c_{a}, c_{b}\right\}} \rightarrow \mathbb{1}_{\left\{c_{a}, c_{b}\right\}} \rightarrow \cdots \rightarrow \mathbb{1}_{B}=y
$$

which does not pass through the state $0 \in \mathcal{X}$.
State $0 \in \mathcal{X}$ continues to be a bottleneck state which must be visited along any path between activity states corresponding to different components. For a node $l \in V$, denote by $e_{l}$ the activity state in $\mathcal{X}$ where only the node $l$ is active. Clearly, $l \in V_{k}$ if and only if $e_{l} \in \mathcal{X}_{k}$. Recall that for any two states $x, y \in \mathcal{X}$ we denoted by $T_{y}^{x}$ the first hitting time of state $y$ starting in state $x$ for the activity process $\{X(t)\}_{t \geq 0}$.

Let $x, y \in \mathcal{X}$ be two activity states, with $I_{x} \subseteq V_{k_{1}}$ and $I_{y} \subseteq V_{k_{2}}, k_{1} \neq k_{2}$. In order to give a stochastic representation of the transition time $T_{y}^{x}$, similar in spirit to (3.10), we define the following random variables for $l \in V \backslash(\{0\} \cup$ $V_{k_{2}}$ ):

- $N_{l}(v)$ : number of times the process makes a transition $0 \rightarrow e_{l} \in \mathcal{X}_{k}$, $k \neq k_{2}$, before the first transition to $V_{k_{2}}$ occurs;
- $\hat{T}_{e_{l}}^{0}(i)$ : time spent in state o before the $i$-th transition to state $e_{l} \in \mathcal{X}_{k}$, with $k \neq k_{2}, i=1, \ldots, N_{l}(v)$;
- $T_{0}^{e_{l}}(i)$ : time to return to state 0 after the $i$-th transition to state $e_{l} \in \mathcal{X}_{k}$, with $k \neq k_{2}, i=1, \ldots, N_{l}(v)$.

Moreover, for $l \in V_{k_{2}}$, define $\hat{T}_{e_{l}}^{0}(v)$ as the time spent in state 0 before the first transition to state $e_{l} \in \mathcal{X}_{k_{2}}$. Lemma 3.8.1 implies that the transition time $T_{y}^{x}$ may be represented as

$$
\begin{equation*}
T_{y}^{x}=T_{0}^{x}+\sum_{k \neq k_{2}} \sum_{l \in V_{k}} \sum_{i=1}^{N_{l}}\left(\hat{T}_{e_{l}}^{0}(i)+T_{0}^{e_{l}}(i)\right)+\sum_{l \in V_{k_{2}}} I_{l}\left(\hat{T}_{e_{l}}^{0}+T_{y}^{e_{l}}\right) \tag{3.36}
\end{equation*}
$$

where $I_{l}, l \in V_{k_{2}}$, are $0-1$ variables with $\sum_{l \in V_{k_{2}}} I_{l}=1$ and $\mathbb{P}\left(I_{l}=1\right)=$ $f_{l}(v) / F_{k_{2}}(v), l \in V_{k_{2}}$, and the variables $T_{0}^{e_{l}}, l \in V_{k}$, are transition times when
considering the component $V_{k}$ in isolation. Moreover, in the above representation the dependence on the parameter $v$ is suppressed for compactness and all the random variables representing time durations are mutually independent as well as independent of the random variables $N_{l}(v), l \in V \backslash\left(\{0\} \cup V_{k_{2}}\right)$.

In order to determine the asymptotic behavior of the transition time $T_{y}^{x}(v)$ as $v \rightarrow \infty$, we now proceed to analyze the asymptotic behavior of the escape times $T_{0}^{e_{l}}, l \in V_{k}$, in the stochastic representation. Unless stated otherwise, we henceforth let $z \in \mathcal{X}_{k}$ and focus on the Markov process $\{X(t)\}_{t \geq 0}$ restricted to the state space $\mathcal{X}_{k}^{+}=\mathcal{X}_{k} \cup\{0\}$.

The steady-state probability of a state $u \in \mathcal{X}_{k}^{+}$is

$$
\pi_{u}(v)=\frac{1}{Z_{k}(v)} \prod_{l \in V_{k}} f_{l}(v)^{u_{l}}
$$

with normalization constant

$$
Z_{k}(v)=\sum_{u^{\prime} \in \mathcal{X}_{k}^{+}} \prod_{l \in V_{k}} f_{l}(v)^{u_{l}^{\prime}} .
$$

Define

$$
g_{k}(v):=\max _{u \in \mathcal{X}_{k}} \prod_{l \in V_{k}} f_{l}(v)^{u_{l}} \quad \text { and } \quad \eta_{k}:=\min _{l \in V_{k}} \lim _{v \rightarrow \infty} \log _{v} f_{l}(v) .
$$

We make the mild technical assumptions that $\eta \in(0, \infty)$ and that $\psi_{k}=$ $\lim _{v \rightarrow \infty} Z_{k}(v) / g_{k}(v)$ exists. Then the following two asymptotic properties of the escape time $T_{0}^{z}(v)$ can be established:

$$
\begin{equation*}
\mathbb{E} T_{0}^{z}(v) \sim \frac{\psi_{k} g_{k}(v)}{F_{k}(v)}, \quad \text { as } v \rightarrow \infty \tag{3.37}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{T_{0}^{z}(v)}{\mathbb{E} T_{0}^{z}(v)} \xrightarrow{d} \operatorname{Exp}(1), \quad \text { as } v \rightarrow \infty \tag{3.38}
\end{equation*}
$$

In order to provide a brief sketch of the proof arguments, we first introduce some further useful notation. Let $N_{z, 0}(v)$ be a random variable representing the number of visits to state 0 in between two consecutive visits to state $z$. Let $R_{z}(v)$ be the residence time in state $z$ and $T_{z, z}^{+}(v)$ the first return time to state $z$. Noting that

$$
\pi_{z}(v)=\frac{\mathbb{E} R_{z}(v)}{\mathbb{E} T_{z, z}^{+}(v)}, \quad \mathbb{E} R_{z}(v) \leq 1 \quad \text { and } \quad \pi_{z}(v)=\frac{1}{Z_{k}(v)} \prod_{l \in V_{k}} f_{l}(v)^{z_{l}}
$$

we obtain

$$
\frac{v^{\eta} \mathbb{E} T_{z, z}^{+}(v)}{\psi_{k} g_{k}(v)}=\frac{v^{\eta} \mathbb{E} R_{z}(v)}{\pi_{z}(v) \psi_{k} g_{k}(v)} \leq \frac{v^{\eta}}{\prod_{l \in V_{k}} f_{l}(v)^{z_{l}}} \frac{Z_{k}(v)}{\psi_{k} g_{k}(v)}=o(1), \quad \text { as } v \rightarrow \infty
$$

Using similar arguments as in [118], it may be shown that

$$
\mathbb{P}\left(T_{z}^{u}(v)>g_{k}(v) v^{-\eta_{k} / 2}\right) \leq r<1
$$

for all states $u$ with $I_{u} \in \mathcal{B}_{k}$, implying (by the strong Markov property)

$$
\mathbb{P}\left(T_{z}^{u}(v)>n g_{k}(v) v^{-\eta_{k} / 2}\right) \leq r^{n}
$$

and that $\mathbb{P}\left(T_{z}^{0}(v)<T_{0,0}^{+}(v)\right) \geq s(v)$, with $s(v) \rightarrow 1$ as $v \rightarrow \infty$. This means that after a visit to state 0 , the number of additional visits to that state before the first visit to state $z$ is stochastically bounded from above by a geometrically distributed random variable with parameter $1-s(v)$. This implies

$$
\begin{equation*}
\mathbb{E} N_{z, 0}(v) \sim \mathbb{P}\left(N_{z, 0}(v) \geq 1\right) \quad \text { as } v \rightarrow \infty \tag{3.39}
\end{equation*}
$$

It may then be deduced that the distribution of $T_{z, z}^{+}(v)$ satisfies the uniform integrability condition in [62] and [62, Theorem 1] then yields the asymptotic exponentiality property in (3.38) and

$$
\mathbb{E} T_{0}^{z}(v) \sim \frac{\mathbb{E} T_{z, z}^{+}(v)}{\mathbb{P}\left(N_{z, 0}(v) \geq 1\right)}
$$

Observing that

$$
\frac{\pi_{0}(v)}{\mathbb{E} R_{0}(v)}=\mathbb{E} N_{z, 0}(v) \frac{\pi_{z}(v)}{\mathbb{E} R_{z}(v)}
$$

and invoking (3.39), we deduce that the term in the right-hand side asymptotically behaves as

$$
\frac{\mathbb{E} T_{z, z}^{+}(v) \pi_{z}(v) \mathbb{E} R_{0}(v)}{\pi_{0}(v) \mathbb{E} R_{z}(v)}=\frac{\mathbb{E} R_{0}(v)}{\pi_{0}(v)}=\frac{Z_{k}(v)}{F_{k}(v)} \sim \frac{\psi_{k} g_{k}(v)}{F_{k}(v)}
$$

yielding (3.37) as stated.
The two asymptotic properties (3.37) and (3.38) for the order of magnitude and the scaled distribution of the escape time $T_{0}^{z}(v)$ mirror those stated in (3.7) and Proposition 3.3.6. Using these two properties and the stochastic representation (3.36), similar results can be established for the asymptotic behavior of the transition time $T_{y}^{x}(v)$ as in Theorems 3.2.1 and 3.2.2. For any $l \in V_{k}$, define

$$
\Theta_{l}(v)=\frac{f_{l}(v) g_{k}(v)}{F_{k}(v)}
$$

In this case the set $K^{*}$ needs to be defined as those $l \in \bigcup_{k \neq k_{2}} V_{k}$ such that $\lim _{v \rightarrow \infty} \Theta_{l}(v) / \Theta_{m}(v)>0$ for all $m \in \bigcup_{k \neq k_{2}} V_{k}$. Also, additional conditions need to be imposed in order to ensure that

$$
\sum_{l \in V_{k_{2}}} \frac{f_{l}(v)}{F_{k_{2}}(v)} \mathbb{E} T_{y}^{e_{l}}(v)=o\left(\mathbb{E} T_{y}^{x}(v)\right), \quad \text { as } v \rightarrow \infty
$$

which guarantees that the expected time to reach state $y$, once the process hits the target component $V_{k_{2}}$, is asymptotically small with respect to the overall transition time $T_{y}^{x}(v)$.

## APPENDIX

## 3.A Proof of Lemma 3.3.3

We will prove a slightly more general version of Lemma 3.3.3, assuming the rates of the process are those described in Subsection 3.3.3. Order the state space as $\mathcal{X}^{*}=\{L, L-1, \ldots, 1,0\}$ and consider the generator matrix $Q(v)$ of the process $\{X(t)\}_{t \geq 0}$ with 0 an absorbing state. That is,

$$
Q(v)=\left[\begin{array}{ccccccc}
q_{L} & d_{L} & 0 & & \cdots & 0 \\
a_{L-1} f(v) & q_{L-1} & d_{L-1} & 0 & & & \\
0 & a_{L-2} f(v) & q_{L-2} & d_{L-2} & 0 & & \\
\vdots & & \ddots & \ddots & \ddots & & \\
& & & & & & \\
0 & \ldots & & 0 & 0 & 0 & 0
\end{array}\right]
$$

where the diagonal elements are $q_{l}(v)=-a_{l} f(v)-d_{l}$ for $l=1, \ldots, L_{1}$ and $q_{L}(v)=-d_{L}$. The matrix $Q(v)$ can be written as

$$
Q(v)=\left(\begin{array}{cc}
\mathbf{T}(v) & \mathbf{t}(v) \\
\mathbf{0}^{\mathrm{T}} & 0
\end{array}\right)
$$

where $\mathbf{T}(v)$ is an $L \times L$ invertible matrix. Since the characteristic polynomials of $-Q(v)$ and $-\mathbf{T}(v)$ satisfy the relation $p_{-Q(v)}(z)=-z p_{-\mathbf{T}(v)}(z)$, the spectrum of $-Q(v)$ consists of that of $-\mathbf{T}(v)$ plus the eigenvalue zero with multiplicity one. Denote by $D(v)$ the $L \times L$ diagonal matrix, whose diagonal entries are $\left\{\sqrt{\xi_{l}(v)}\right\}_{l=L, L-1, \ldots, 1}$, where the $\xi^{\prime}$ s are the so-called potential coefficients, defined recursively as

$$
\xi_{L}(v)=1 \quad \text { and } \quad \xi_{l}(v)=\frac{d_{l+1}}{a_{l} f(v)} \xi_{l+1}(v), \quad l=L-1, \ldots, 1 .
$$

The $L \times L$ matrix $G(v)=-D(v)^{1 / 2} \mathbf{T}(v) D(v)^{-1 / 2}$ is tridiagonal and symmetric with diagonal entries $G_{l, l}(v)=q_{L-l+1}(v)$ and $G_{l, l+1}(v)=g_{l+1, l}(v)=$ $-\sqrt{d_{l} a_{l-1} f(v)}$. Since $G(v)$ is similar to $-\mathbf{T}(v)$, they have the same spectrum. Denote by $\mathcal{D}(p, R)$ the closed disc centered in $p$ with radius $R$, i.e. $\mathcal{D}(p, R)=$ $\{z \in \mathbb{C}:|z-p| \leq R\}$. Consider the Gershgorin discs $\left\{\mathcal{D}_{l}(v)\right\}_{l=1}^{L}$ of $G(v)$,
defined as $\mathcal{D}_{l}(v):=\mathcal{D}\left(-q_{l}(v), R_{l}(v)\right)$, where the radius $R_{l}(v)$ is the sum of the absolute values of the non-diagonal entries in the $L-l+1$-th row, i.e. $R_{l}(v):=\sum_{m \neq L-l+1}\left|G_{L-l+1, m}(v)\right|$. Then

$$
\begin{aligned}
\mathcal{D}_{L}(v) & =\mathcal{D}\left(d_{L}, \sqrt{d_{L} a_{L-1} f(v)}\right) \\
\mathcal{D}_{L-1}(v) & =\mathcal{D}\left(d_{L-1}+a_{L-1} f(v), \sqrt{d_{L} a_{L-1} f(v)}+\sqrt{d_{L-1} a_{L-2} f(v)}\right) \\
& \vdots \\
\mathcal{D}_{2}(v) & =\mathcal{D}\left(d_{2}+a_{2} f(v), \sqrt{d_{3} a_{2} f(v)}+\sqrt{d_{2} a_{1} f(v)}\right), \\
\mathcal{D}_{1}(v) & =\mathcal{D}\left(d_{1}+a_{1} f(v), \sqrt{d_{2} a_{1} f(v)}\right) .
\end{aligned}
$$

We now exploit the second Gershgorin circle theorem, which is reproduced here for completeness.

Theorem (Gershgorin circle theorem). If the union of $j$ Gershgorin discs of a real $r \times r$ matrix $A$ is disjoint from the union of the other $r-j$ Gershgorin discs, then the former union contains exactly $j$ and the latter the remaining $r-j$ eigenvalues of $A$.

In our case, for $v$ sufficiently large, the disc $\mathcal{D}_{L}(v)$ does not intersect with the union $\bigcup_{l=1}^{L-1} \mathcal{D}_{l}(v)$, thus the smallest eigenvalue $\theta_{1}(v)$ lies in $\mathcal{D}_{L}(v)$ and the other $L-1$ ones in $\bigcup_{l=1}^{L-1} \mathcal{D}_{l}(v)$. Hence, for $v$ sufficiently large, the following inequalities hold

$$
\theta_{1}(v) \leq A+B \sqrt{f(v)}, \quad \text { and } \quad \theta_{i}(v) \geq C f(v)-D \sqrt{f(v)}, \quad i=2, \ldots, L
$$

where $A, B, C, D \in \mathbb{R}_{+}$and, more precisely,

$$
\begin{aligned}
& A=d_{L}, \quad B=\sqrt{d_{L} a_{L-1}}, \quad C=\min _{l=1, \ldots, L-1} a_{l} \quad \text { and } \\
& D=\max \left\{\sqrt{d_{L} a_{L-1}}+\sqrt{d_{L-1} a_{L-2}}, \ldots, \sqrt{d_{3} a_{2}}+\sqrt{d_{2} a_{1}}, \sqrt{d_{2} a_{1}}\right\}
\end{aligned}
$$

Therefore, for $v$ sufficiently large,

$$
0<\frac{\theta_{1}(v)}{\theta_{i}(v)} \leq \frac{A+B \sqrt{f(v)}}{C f(v)-D \sqrt{f(v)}}
$$

and so $\lim _{v \rightarrow \infty} \theta_{1}(v) / \theta_{i}(v)=0$ for $i=2, \ldots, L$. Hence,

$$
\mathbb{E} T_{0}^{L}(v) \cdot \theta_{1}(v)=1+\sum_{i=2}^{L} \frac{\theta_{1}(v)}{\theta_{i}(v)} \rightarrow 1, \quad \text { as } v \rightarrow \infty,
$$

while for $2 \leq i \leq L$,

$$
\mathbb{E} T_{0}^{L}(v) \cdot \theta_{i}(v)>\frac{\theta_{i}(v)}{\theta_{1}(v)} \rightarrow \infty, \quad \text { as } v \rightarrow \infty
$$

## 3.B Proof of Lemma 3.3.5

The proof of statement (i) consists of a lower and an upper bound which asymptotically coincide. Indeed, using the bounds in property (2), one obtains that

$$
\liminf _{v \rightarrow \infty} \frac{\mathbb{E} T(v)}{\mathbb{E} U(v)} \geq \liminf _{v \rightarrow \infty} \frac{\mathbb{E} U(v)-\mathbb{E} V(v)}{\mathbb{E} U(v)}=1
$$

and

$$
\limsup _{v \rightarrow \infty} \frac{\mathbb{E} T(v)}{\mathbb{E} U(v)} \leq \limsup _{v \rightarrow \infty} \frac{\mathbb{E} U(v)+\mathbb{E} W(v)}{\mathbb{E} U(v)}=1
$$

Once again, the proof of statement (ii) consists of a lower and an upper bound which asymptotically coincide for all the continuity points of the tail distribution of $Z$, which will be denoted by $F(s)=\mathbb{P}(Z>s)$.

For the lower bound, argue as follows. Property (1) implies that for any $\delta \in(0,1), \mathbb{E} W(v) \leq \delta \mathbb{E} U(v)$ for $v$ sufficiently large. Thus, using the lower bound in property (3), for $v$ sufficiently large,

$$
\begin{aligned}
\mathbb{P}\left(\frac{T(v)}{\mathbb{E} T(v)}>t\right) & \geq \mathbb{P}\left(\frac{U(v)-V(v)}{\mathbb{E} U(v)+\mathbb{E} W(v)}>t\right) \\
& \geq \mathbb{P}(U(v)-V(v)>\mathbb{E} U(v)(1+\delta) t) \\
& \geq \mathbb{P}(U(v)>\mathbb{E} U(v)(1+2 \delta) t)-\mathbb{P}(V(v)>\delta \mathbb{E} U(v) t)
\end{aligned}
$$

Property (3) implies that

$$
\lim _{v \rightarrow \infty} \mathbb{P}\left(\frac{U(v)}{\mathbb{E} U(v)}>(1+2 \delta) t\right)=F((1+2 \delta) t)
$$

Property (1) implies that for $v$ sufficiently large, $\mathbb{E} V(v) \leq \delta^{2} \mathbb{E} U(v)$, so that

$$
\mathbb{P}(V(v)>\delta \mathbb{E} U(v) t) \leq \frac{\mathbb{E} V(v)}{\delta \mathbb{E} U(v) t} \leq \frac{\delta}{t}
$$

by Markov's inequality. Taking liminf's, we obtain

$$
\liminf _{v \rightarrow \infty} \mathbb{P}\left(\frac{T(v)}{\mathbb{E} T(v)}>t\right) \geq F((1+2 \delta) t)-\frac{\delta}{t} .
$$

Letting $\delta \downarrow 0$, we find

$$
\begin{equation*}
\liminf _{v \rightarrow \infty} \mathbb{P}\left(\frac{T(v)}{\mathbb{E} T(v)}>t\right) \geq F(t) \tag{3.40}
\end{equation*}
$$

For the upper bound, argue as follows. Property (1) implies that for any $\delta \in(0,1), \mathbb{E} V(v) \leq \delta \mathbb{E} U(v)$ for $v$ sufficiently large. Thus, using the upper bound in property (3), for $v$ sufficiently large,

$$
\begin{aligned}
\mathbb{P}\left(\frac{T(v)}{\mathbb{E} T(v)}>t\right) & \leq \mathbb{P}\left(\frac{U(v)+W(v)}{\mathbb{E} U(v)-\mathbb{E} V(v)}>t\right) \\
& \leq \mathbb{P}(U(v)+W(v)>(1-\delta) \mathbb{E} U(v) t) \\
& \leq \mathbb{P}(U(v)>(1-2 \delta) \mathbb{E} U(v) t)+\mathbb{P}(W(v)>\delta \mathbb{E} U(v) t)
\end{aligned}
$$

Property (3) implies that

$$
\lim _{v \rightarrow \infty} \mathbb{P}\left(\frac{U(v)}{\mathbb{E} U(v)}>(1-2 \delta) t\right)=F((1-2 \delta) t)
$$

Property (1) implies that for $v$ sufficiently large, $\mathbb{E} W(v) \leq \delta^{2} \mathbb{E} U(v)$, so that

$$
\mathbb{P}(W(v)>\delta \mathbb{E} U(v) t) \leq \frac{\mathbb{E} W(v)}{\delta \mathbb{E} U(v) t} \leq \frac{\delta}{t^{\prime}}
$$

by Markov's inequality. Taking limsup's, we obtain

$$
\limsup _{v \rightarrow \infty} \mathbb{P}\left(\frac{T(v)}{\mathbb{E} T(v)}>t\right) \leq F((1-2 \delta) t)+\frac{\delta}{t}
$$

Letting $\delta \downarrow 0$, we find

$$
\begin{equation*}
\limsup _{v \rightarrow \infty} \mathbb{P}\left(\frac{T(v)}{\mathbb{E} T(v)}>t\right) \leq F(t) \tag{3.41}
\end{equation*}
$$

Combining (3.40) and (3.41) completes the proof.

## 3.C Proof of Lemma 3.4.3

Statement (i) is trivial, since $0 \leq \mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}(s) \leq 1$ for all $s \in[0, \infty[$ and $\beta_{k}=\lim _{v \rightarrow \infty} \mathbb{E} N_{k}(v)=0$ for every $k \in \mathcal{N}$. Statement (ii) follows immediately after substituting $\beta_{k} \in \mathbb{R}_{+}$and $\gamma_{k} \in(0,1]$ in the limit, since $T_{k}(v) / \mathbb{E} T_{k}(v) \xrightarrow{d}$ $\operatorname{Exp}(1)$. The proof of claim (iii) is more involved and we need an auxiliary lemma.

Let $S_{k}(v):=\sum_{i=1}^{N_{k}(v)} T_{k}^{(i)}(v)$. From the integrability of $N_{k}(v)$ and $T_{k}(v)$ it follows that $\mathbb{E} S_{k}(v)=\mathbb{E} N_{k}(v) \cdot \mathbb{E} T_{k}(v)$. Consider the random variable

$$
\tilde{S}(v)=h_{k}(v) \sum_{i=1}^{N_{k}(v)} \frac{T_{k}^{(i)}(v)}{\mathbb{E} T_{k}^{(i)}(v)}=h_{k}(v) \mathbb{E} N_{k}(v) \frac{S_{k}(v)}{\mathbb{E} S_{k}(v)} .
$$

Since $N_{k}(v)$ has a geometric distribution, the Laplace transform of the random variable $S_{k}(v) / \mathbb{E} S_{k}(v)$ is given by

$$
\begin{aligned}
\mathcal{L}_{S_{k}(v) / \mathbb{E} S_{k}(v)}(s) & =G_{N_{k}(v)}\left(\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s / \mathbb{E} N_{k}(v)\right)\right) \\
& =\frac{1}{1+\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s / \mathbb{E} N_{k}(v)\right)\right) \cdot \mathbb{E} N_{k}(v)},
\end{aligned}
$$

and, hence,

$$
\begin{align*}
\mathcal{L}_{\tilde{S}(v)}(s) & =\mathcal{L}_{S_{k}(v) / \mathbb{E} S_{k}(v)}\left(s h_{k}(v) \mathbb{E} N_{k}(v)\right) \\
& =\frac{1}{1+\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s h_{k}(v)\right)\right) \cdot \mathbb{E} N_{k}(v)} . \tag{3.42}
\end{align*}
$$

One can check that, if $k \in \mathcal{S}$, then
(a) $N_{k}(v) / \mathbb{E} N_{k}(v) \xrightarrow{d} \operatorname{Exp}(1)$, and
(b) $\lim _{v \rightarrow \infty} \frac{\operatorname{Var}\left(T_{k}(v) / \mathbb{E} T_{k}(v)\right)}{\mathbb{E} N_{k}(v)}=0$.

Claim (a) is a standard result for geometric random variables, which uses only the fact that $\lim _{v \rightarrow \infty} \mathbb{E} N_{k}(v)=\infty$ for $k \in \mathcal{S}$. Moreover, since $T_{k}(v)$ is a first-passage time of a birth-and-death process, using [73, Corollary 4], we can obtain explicitly the asymptotic order of magnitude of $\operatorname{Var}\left(T_{k}(v)\right)$ and prove that $\lim _{v \rightarrow \infty} \operatorname{Var}\left(T_{k}(v)\right) /\left(\mathbb{E} T_{k}(v)\right)^{2}=1$, from which claim (b) follows.

These two facts and the technical lemma below, see Lemma 3.C.1, imply that $S_{k}(v) / \mathbb{E} S_{k}(v) \xrightarrow{d} \operatorname{Exp}(1)$, and hence

$$
\lim _{v \rightarrow \infty} \mathcal{L}_{\tilde{S}(v)}(s)=\lim _{v \rightarrow \infty} \mathcal{L}_{S_{k}(v) / \mathbb{E} S_{k}(v)}\left(\operatorname{sh}_{k}(v) \mathbb{E} N_{k}(v)\right)=\frac{1}{1+s \gamma_{k}}
$$

This fact, together with (3.42), implies that

$$
\lim _{v \rightarrow \infty}\left(1-\mathcal{L}_{T_{k}(v) / \mathbb{E} T_{k}(v)}\left(s h_{k}(v)\right)\right) \cdot \mathbb{E} N_{k}(v)=s \gamma_{k}
$$

and the proof of statement (iii) is concluded. We now state and prove the technical lemma mentioned above.

Lemma 3.C.1. For every $v>0$, let $\left(X_{i}(v)\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. integrable random variables, $X_{i}(v) \stackrel{d}{=} X(v)$ and let $N(v)$ be an integer-valued random variable, independent of all the $X_{i}(v)$ 's and integrable. Assume further that
(1) $N(v) / \mathbb{E} N(v) \xrightarrow{d} \mathrm{Z}$ as $v \rightarrow \infty$, with $\mathbb{P}(Z=0)=0$;
(2) $\lim _{v \rightarrow \infty} \frac{\operatorname{Var}(X(v) / \mathbb{E} X(v))}{\mathbb{E} N(v)}=0$.

Define $S(v):=\sum_{i=1}^{N(v)} X_{i}(v)$. Then,

$$
\frac{S(v)}{\mathbb{E} S(v)} \xrightarrow{d} Z, \quad \text { as } v \rightarrow \infty .
$$

Proof. Wald's identity guarantees that $S_{N}(v)$ is integrable and that $\mathbb{E} S(v)=$ $\mathbb{E} N(v) \mathbb{E} X(v)$ for every $v>0$. Hence, without loss of generality, we can assume that $\mathbb{E} X(v)=1$ and study the asymptotic distribution of $S(v) / \mathbb{E} N(v)$. Define $S_{n}(v):=\sum_{i=1}^{n} X_{i}(v)$. Note that we can rewrite

$$
\frac{S(v)}{\mathbb{E} N(v)}=\frac{S(v)}{N(v)} \frac{N(v)}{\mathbb{E} N(v)}
$$

Now we claim that

$$
\begin{equation*}
\frac{S(v)}{N(v)} \xrightarrow{\mathbb{P}} 1, \quad \text { as } v \rightarrow \infty \tag{3.43}
\end{equation*}
$$

Indeed, for every $\epsilon>0$ we may write

$$
\begin{aligned}
& \mathbb{P}(|S(v) / N(v)-\mathbb{E} X(v)|>\delta) \\
& \quad=\sum_{n=0}^{\infty} \mathbb{P}(|S(v) / N(v)-\mathbb{E} X(v)|>\delta, N(v)=n) \\
& \quad=\sum_{n=0}^{\lfloor\epsilon \mathbb{E} N(v)\rfloor} \mathbb{P}(\ldots)+\sum_{n=\lfloor\epsilon \mathbb{E} N(v)\rfloor+1}^{\infty} \mathbb{P}(\ldots) \\
& \quad \leq \sum_{n=0}^{\lfloor\epsilon \mathbb{E} N(v)\rfloor} \mathbb{P}(N(v)=n) \\
& \quad+\sum_{n=\lfloor\epsilon \mathbb{E} N(v)\rfloor+1}^{\infty} \mathbb{P}(|S(v) / N(v)-\mathbb{E} X(v)|>\delta, N(v)=n) \\
& \leq \mathbb{P}(N(v) \leq \epsilon \mathbb{E} N(v)) \\
& \quad+\sum_{n=\lfloor\epsilon \mathbb{E} N(v)\rfloor+1}^{\infty} \mathbb{P}\left(\left|S_{n}(v) / n-\mathbb{E} X(v)\right|>\delta\right) \mathbb{P}(N(v)=n) .
\end{aligned}
$$

Using Chebyshev's inequality, we find that the second term is bounded from above by

$$
\begin{aligned}
\sum_{n=\lfloor\epsilon \mathbb{E} N(v)\rfloor+1}^{\infty} & \frac{\operatorname{Var}(X(v))}{\delta^{2} n} \mathbb{P}(N(v)=n) \\
& \leq \frac{\operatorname{Var}(X(v))}{\epsilon \mathbb{E} N(v) \delta^{2}} \sum_{n=\lfloor\epsilon \mathbb{E} N(v)\rfloor+1}^{\infty} \mathbb{P}(N(v)=n) \\
& \leq \frac{\operatorname{Var}(X(v))}{\epsilon \mathbb{E} N(v) \delta^{2}}
\end{aligned}
$$

For every $\xi>0$ and every $\epsilon>0$, there exists $v_{\epsilon, \xi}>0$ such that for $v>v_{\epsilon, \xi}$,

$$
\mathbb{P}(N(v) \leq \epsilon \mathbb{E} N(v)) \leq \mathbb{P}(Z \leq \epsilon)+\xi \quad \text { and } \quad \frac{\operatorname{Var} X(v)}{\epsilon \mathbb{E} N(v)} \leq \xi
$$

The first inequality follows from the fact that the c.d.f. of $N(v) / \mathbb{E} N(v)$ converges pointwise to that of $Z$, by assumption (1). On the other hand, the second inequality follows immediately from assumption (2). Therefore, for $v>v_{\epsilon, \xi}$,

$$
\mathbb{P}(|S(v) / N(v)-\mathbb{E} X(v)|>\delta) \leq \mathbb{P}(Z \leq \epsilon)+\xi+\frac{\xi}{\delta^{2}}
$$

Take e.g. $\epsilon=\delta, \xi=\delta^{3}$. Then for $v$ sufficiently large,

$$
\mathbb{P}(|S(v) / N(v)-\mathbb{E} X(v)|>\delta) \leq \mathbb{P}(Z \leq \delta)+\delta^{3}+\delta
$$

Letting $\delta \downarrow 0$ and using the fact that $\mathbb{P}(Z=0)=0$, we obtain (3.43). Then assumption (1) and Slutsky's theorem imply the conclusion.

## 3.D Proof of Lemma 3.7.2

In this proof we use the same notation introduced in Section 3.6, but without writing explicitly the dependence on $v$. Denote by $\mu^{S}$ the function defined by

$$
\mu^{S}(x):= \begin{cases}\pi_{x} & \text { if } x \in S \\ 0 & \text { otherwise }\end{cases}
$$

Note that since $\sum_{y \in \mathcal{X}^{*}} \mu^{S}(y)=\pi_{S}$, in general $\mu^{S}$ is not a probability distribution, but $\mu^{S} / \pi_{S}$ always is. Denote by $\mu_{t}^{S}$ the distribution on $\mathcal{X}^{*}$ at time $t$ of the Markov process $\{X(t)\}_{t \geq 0}$ if the initial distribution was equal to $\pi$ conditioned on being in $S$, i.e. $\mu_{0}^{S}:=\mu^{S} / \pi_{S}$. For every $y \in \mathcal{X}^{*}$ we can write

$$
\begin{equation*}
\mu_{t}^{S}(y)=\sum_{x \in \mathcal{X}^{*}} \frac{\mu^{S}(x)}{\pi_{S}} P^{t}(x, y)=\sum_{x \in S} \frac{\pi_{x}}{\pi_{S}} P^{t}(x, y) \tag{3.44}
\end{equation*}
$$

We now claim that

$$
\begin{equation*}
\pi_{S}\left\|\mu_{t}^{S}-\mu_{0}^{S}\right\|_{\mathrm{TV}}=\sum_{x \in S} \sum_{y \in S^{c}} \pi_{x} P^{t}(x, y) \tag{3.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{x \in S} \sum_{y \in S^{c}} \pi_{x} P^{t}(x, y) \leq t \cdot Q_{S, S^{c}} \tag{3.46}
\end{equation*}
$$

Let us first prove equality (3.45). A well-known characterization of the total variation distance (see for instance [99, Remark 4.3]) states that if $\mu, \mu^{\prime}$ are two probability distributions on $\mathcal{X}^{*}$, then

$$
\left\|\mu-\mu^{\prime}\right\|_{\mathrm{TV}}=\sum_{y \in \mathcal{X}^{*}: \mu(y) \geq \mu^{\prime}(y)}\left[\mu(y)-\mu^{\prime}(y)\right]
$$

Applying this to the distributions $\mu_{t}^{S}$ and $\mu_{0}^{S}$, we get

$$
\begin{equation*}
\left\|\mu_{t}^{S}-\mu_{0}^{S}\right\|_{\mathrm{TV}}=\sum_{y \in \mathcal{X}^{*}: \mu_{t}^{S}(y) \geq \mu_{0}^{S}(y)}\left[\mu_{t}^{S}(y)-\mu_{0}^{S}(y)\right] \tag{3.47}
\end{equation*}
$$

If $y \in S$, then

$$
\mu_{t}^{S}(y)=\sum_{x \in S} \frac{\pi_{x}}{\pi_{S}} P^{t}(x, y) \leq \sum_{x \in \mathcal{X}^{*}} \frac{\pi_{x}}{\pi_{S}} P^{t}(x, y)=\frac{\pi_{y}}{\pi_{S}}=\mu_{0}^{S}(y)
$$

and therefore we can restrict the sum on the right-hand side of (3.47) to the states $y \in S^{c}$. Moreover, if $y \in S^{c}$, then by definition $\mu_{0}^{S}(y)=0$. Therefore,

$$
\left\|\mu_{t}^{S}-\mu_{0}^{S}\right\|_{\mathrm{TV}}=\sum_{y \in S^{c}} \mu_{t}^{S}(y)
$$

By multiplying both sides of the last equality by $\pi_{S}$ and using (3.44), we get

$$
\pi_{S}\left\|\mu_{t}^{S}-\mu_{0}^{S}\right\|_{\mathrm{TV}}=\pi_{S} \sum_{y \in S^{c}} \mu_{t}^{S}(y)=\pi_{S} \sum_{y \in S^{c}} \sum_{x \in S} \frac{\pi_{x}}{\pi_{S}} P^{t}(x, y)=\sum_{x \in S} \sum_{y \in S^{c}} \pi_{x} P^{t}(x, y)
$$

and (3.45) is proved.
We now turn our attention to the claim in (3.46). For any $x, y \in \mathcal{X}^{*}$, define the random variable $N_{x \rightarrow y}(t)$ as the number of transitions from state $x$ to state $y$ during the time interval $[0, t]$, so that

$$
\mathbb{P}\left(X(t) \in S^{c} \mid X(0)=x\right) \leq \sum_{x^{\prime} \in S, y^{\prime} \in S^{c}} \mathbb{P}\left(N_{x^{\prime} \rightarrow y^{\prime}}(t) \geq 1 \mid X(0)=x\right)
$$

from which we get that

$$
\begin{aligned}
& \sum_{x \in S} \sum_{y \in S^{c}} \pi_{x} P^{t}(x, y) \\
& \quad=\sum_{x \in S} \pi_{x} \mathbb{P}\left(X(t) \in S^{c} \mid X(0)=x\right) \\
& \quad \leq \sum_{x \in S} \pi_{x} \sum_{x^{\prime} \in S, y^{\prime} \in S^{c}} \mathbb{P}\left(N_{x^{\prime} \rightarrow y^{\prime}}(t) \geq 1 \mid X(0)=x\right) \\
& \quad=\sum_{x \in S} \pi_{x} \sum_{x^{\prime} \in S, y^{\prime} \in S^{c}} \int_{u=0}^{t} \mathbb{P}\left(X(u)=x^{\prime} \mid X(0)=x\right) q\left(x^{\prime}, y^{\prime}\right) \mathrm{d} u \\
& \quad=\sum_{x^{\prime} \in S, y^{\prime} \in S^{c}} q\left(x^{\prime}, y^{\prime}\right) \int_{u=0}^{t}\left(\sum_{x \in S} \pi_{x} \mathbb{P}\left(X(u)=x^{\prime} \mid X(0)=x\right)\right) \mathrm{d} u \\
& \quad \leq \sum_{x^{\prime} \in S, y^{\prime} \in S^{c}} q\left(x^{\prime}, y^{\prime}\right) \int_{u=0}^{t} \pi_{x^{\prime}} \mathrm{d} u \\
& \quad=t \sum_{x^{\prime} \in S} \sum_{y^{\prime} \in S^{c}} \pi_{x^{\prime}} q\left(x^{\prime}, y^{\prime}\right)=t \cdot Q_{S, S},
\end{aligned}
$$

and (3.46) is then proved. Note that we used the fact that

$$
\begin{aligned}
\sum_{x \in S} \pi_{x} \mathbb{P}\left(X(u)=x^{\prime} \mid X(0)=x\right) & \leq \sum_{x \in \mathcal{X}^{*}} \pi_{x} \mathbb{P}\left(X(u)=x^{\prime} \mid X(0)=x\right) \\
& =\sum_{x \in \mathcal{X}^{*}} \pi_{x} P^{u}\left(x, x^{\prime}\right)=\pi_{x^{\prime}}
\end{aligned}
$$

From (3.45) and (3.46) it follows that

$$
\left\|\mu_{t}^{S}-\mu_{0}^{S}\right\|_{\mathrm{TV}} \leq t \Phi(S)
$$

Assume that the subset $S$ is such that $\pi_{S} \leq r$, with $r \in[0,1]$. Then, since $\mu^{S}\left(S^{c}\right)=0$,

$$
\left\|\mu_{0}^{S}-\pi\right\|_{\mathrm{TV}}=\max _{A \subset \mathcal{X}^{*}}\left|\pi_{A}-\mu_{0}^{S}(A)\right| \geq \pi_{S^{c}}=1-\pi_{S} \geq 1-r
$$

and, using the triangular inequality, we get

$$
1-r \leq\left\|\mu_{0}^{S}-\pi\right\|_{\mathrm{TV}} \leq\left\|\mu_{0}^{S}-\mu_{t}^{S}\right\|_{\mathrm{TV}}+\left\|\mu_{t}^{S}-\pi\right\|_{\mathrm{TV}}
$$

Since the state space $\mathcal{X}$ is finite, we have the following equality for the distance from stationarity:

$$
d(t)=\max _{x \in \mathcal{X}^{*}}\left\|P^{t}(x, \cdot)-\pi(v)\right\|_{\mathrm{TV}}=\sup _{\mu \in \mathcal{P}\left(\mathcal{X}^{*}\right)}\left\|\mu P^{t}-\pi(v)\right\|_{\mathrm{TV}}
$$

where $\mathcal{P}\left(\mathcal{X}^{*}\right)$ denotes the collection of all probability distributions on $\mathcal{X}^{*}$. By taking $\mu=\mu^{S}$ and time $t=t_{\text {mix }}(\epsilon)$, by definition of mixing time, we have that $\left\|\mu_{t}^{S}-\pi\right\|_{\mathrm{TV}} \leq d\left(t_{\text {mix }}(\epsilon)\right)=\epsilon$ and therefore

$$
1-r \leq t_{\operatorname{mix}}(\epsilon) \Phi(S)+\epsilon
$$

Rearranging and minimizing over $S$ concludes the proof.

This chapter is dedicated to reversible Freidlin-Wentzel Markov chains with Metropolis transition probabilities and, in particular, to the study of the asymptotic behavior of first hitting times in the low-temperature regime. The main contribution of this chapter is the extension of the model-independent framework [106] in order to obtain asymptotic results for the hitting time $\tau_{A}^{x}$ for any starting state $x$, not necessarily metastable, and any target subset $A$, not necessarily the set of stable configurations. In particular, we identify the two crucial exponents $\Gamma_{-}(x, A)$ and $\Gamma_{+}(x, A)$ that appear in the upper and lower bounds in probability for $\tau_{A}^{x}$ in the low-temperature regime. These two exponents might be hard to derive for a given model and, in general, they are not equal. However, we obtain a sufficient condition that guarantees that they coincide and also yields the order of magnitude of the first moment of $\tau_{A}^{x}$ on a logarithmic scale. Furthermore, we give another slightly stronger condition under which the hitting time $\tau_{A}^{x}$ normalized by its mean converges in distribution to an exponential random variable. This generalization is crucial to study asymptotic properties of transition times between dominant states of the CSMA models described in Section 1.2, which fit in this framework after uniformization, see Subsection 1.3.2 and Chapter 7 for further details.

This chapter is structured as follows. In Section 4.1 we introduce the formal definitions of the above-described framework and give an overview of our approach. Such an approach will be then developed in Section 4.2, in which we present our main results. Some of the proofs are rather technical and therefore presented later in Section 4.3.

### 4.1 INTRODUCTION

Let $\mathcal{X}$ be a finite state space and let $H: \mathcal{X} \rightarrow \mathbb{R}$ be the Hamiltonian, i.e. a nonconstant energy function. We consider the family of Markov chains $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ on $\mathcal{X}$ with Metropolis transition probabilities $P_{\beta}$ indexed by a positive parameter $\beta$

$$
P_{\beta}(x, y):= \begin{cases}c(x, y) e^{-\beta[H(y)-H(x)]^{+}}, & \text {if } x \neq y  \tag{4.1}\\ 1-\sum_{z \neq x} P_{\beta}(x, z), & \text { if } x=y\end{cases}
$$

where $c: \mathcal{X} \times \mathcal{X} \rightarrow[0,1]$ is a matrix that does not depend on $\beta$. The matrix $c$ is the connectivity function and we assume it to be

- Stochastic, i.e. $\sum_{y \in \mathcal{X}} c(x, y)=1$ for every $x \in \mathcal{X}$;
- Symmetric, i.e. $c(x, y)=c(y, x)$ for every $x, y \in \mathcal{X}$;
- Irreducible, i.e. for any $x, y \in \mathcal{X}, x \neq y$, there exists a finite sequence $\omega$ of states $\omega_{1}, \ldots, \omega_{n} \in \mathcal{X}$ such that $\omega_{1}=x, \omega_{n}=y$ and $c\left(\omega_{i}, \omega_{i+1}\right)>0$, for $i=1, \ldots, n-1$. We will refer to such a sequence as a path from $x$ to $y$ and we will denote it by $\omega: x \rightarrow y$.
We call the triplet $(\mathcal{X}, H, c)$ an energy landscape. The Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ is reversible with respect to the Gibbs measure

$$
\begin{equation*}
\mu_{\beta}(x):=\frac{e^{-\beta H(x)}}{\sum_{y \in \mathcal{X}} e^{-\beta H(y)}} . \tag{4.2}
\end{equation*}
$$

Furthermore, it is well-known (e.g. [29, Proposition 1.1]) that the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ is aperiodic and irreducible on $\mathcal{X}$. Hence, $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ is ergodic on $\mathcal{X}$ with stationary distribution $\mu_{\beta}$.

For a nonempty subset $A \subset \mathcal{X}$ and a state $x \in \mathcal{X}$, we denote by $\tau_{A}^{x}$ the first hitting time of the subset $A$ for the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ with initial state $x$ at time $t=0$, i.e.

$$
\tau_{A}^{x}:=\inf \left\{t>0: X_{t}^{\beta} \in A \mid X_{0}^{\beta}=x\right\} .
$$

Let $\mathcal{X}^{s}$ be the set of stable states of the energy landscape $(\mathcal{X}, H, c)$, that is the set of global minima of $H$ on $\mathcal{X}$. Since $\mathcal{X}$ is finite, the set $\mathcal{X}^{s}$ is always nonempty. Define the stability level $\mathcal{V}_{x}$ of a state $x \in \mathcal{X}$ by

$$
\begin{equation*}
\mathcal{V}_{x}:=\min _{y \in \mathcal{I}_{x}} \Phi(x, y)-H(x)=\Phi\left(x, \mathcal{I}_{x}\right)-H(x) \tag{4.3}
\end{equation*}
$$

where $\mathcal{I}_{x}:=\{z \in \mathcal{X}: H(z)<H(x)\}$ is the set of states with energy lower than $x$ and $\Phi(x, y):=\min _{\omega: x \rightarrow y} \max _{z \in \omega} H(z)$ is the communication height between $x$ and $y$ (see Subsection 4.2.1). We set $\mathcal{V}_{x}:=\infty$ if $\mathcal{I}_{x}$ is empty, i.e. when $x$ is a stable state. Denote by $\mathcal{X}^{m}$ the set of metastable states, which are the local minima of $H$ in $\mathcal{X} \backslash \mathcal{X}^{s}$ with maximum stability level. In symbols,

$$
\begin{equation*}
\mathcal{X}^{m}:=\left\{x \in \mathcal{X}: \mathcal{V}_{x}=\max _{z \in \mathcal{X} \backslash \mathcal{X}^{s}} \mathcal{V}_{z}\right\} \tag{4.4}
\end{equation*}
$$

The first hitting time $\tau_{A}^{x}$ is often called tunneling time when $x$ is a stable state and the target set is some $A \subseteq \mathcal{X}^{s} \backslash\{x\}$, or transition time from metastable to stable when $x \in \mathcal{X}^{m}$ and $A=\mathcal{X}^{s}$.

### 4.1.1 Overview of the chapter

Hitting times for Freidlin-Wentzel Markov chains are central in the mathematical study of metastability. In the literature, several different approaches have been introduced to study the time it takes for a particle system to reach a stable state starting from a metastable configuration. Two approaches have been
independently developed based on large deviations techniques: The pathwise approach, first introduced in [26] and then developed in [116, 117, 118], and the graphical approach in $[27,28,29,30,31,135]$. Other approaches to metastability are the potential theoretic approach $[21,22,23]$ and, more recently introduced, the martingale approach [11, 12, 14], see [37] for a more detailed review.

In this thesis we follow the pathwise approach, which has already been used to study many finite-volume models in a low-temperature regime, see [13, 34, $35,36,39,40,56,88,41,42,87,110,111,113,114]$, where the state space is seen as an energy landscape and the paths which the Markov chain will most likely follow are those with a minimum energy barrier. In [116, 117, 118] the authors derive general results for first hitting times for the transition from metastable to stable states, the critical configurations (or bottlenecks) that the system visits during this transition and the tube of trajectories that the system typically follows on its transition to the stable state. These are the three main problems usually tackled in the study of metastability. In [106] the results on hitting times are obtained with minimal model-dependent knowledge, since it is only necessary to find all the metastable states and the minimal energy barrier which separates them from the stable states.

In this chapter we generalize the classical pathwise approach [106] to study the first hitting time $\tau_{A}^{x}$ for a Metropolis Markov chain for any pair of starting state $x$ and target subset $A$. The interest of extending these results to the tunneling time between two stable states was already mentioned in [106, 118], but our framework is even more general and we could study $\tau_{A}^{x}$ for any pair $(x, A)$.

Our analysis relies on the classical notion of a cycle, which is a maximal connected subset of states lying below a given energy level. The exit time from a cycle in the low-temperature regime is well-known in the literature [29, 30, 37, 116,118 ] and is characterized by the depth of the cycle, which is the minimum energy barrier that separates the bottom of the cycle from its external boundary. The usual strategy presented in the literature to study the first hitting time from $x \in \mathcal{X}^{m}$ to $A=\mathcal{X}^{s}$ is to look at the decomposition into maximal cycles (by inclusion) of the relevant part of the energy landscape, i.e. $\mathcal{X} \backslash \mathcal{X}^{s}$. The first model-dependent property one has to prove is that the starting state $x$ is metastable, which guarantees that there are no cycles in $\mathcal{X} \backslash \mathcal{X}^{s}$ deeper than the maximal cycle containing the starting state $x$, denoted by $C_{A}(x)$. In this scenario, the time spent in maximal cycles different from $C_{A}(x)$, and hence the time it takes to reach $\mathcal{X}^{s}$ from the boundary of $C_{A}(x)$, is comparable to or negligible with respect to the exit time from $C_{A}(x)$, making the exit time from $C_{A}(x)$ and the first hitting time $\tau_{A}^{x}$ of the same order.

In contrast, for a general starting state $x$ and target subset $A$ all maximal cycles of $\mathcal{X} \backslash A$ can potentially have a non-negligible impact on the transition from $x$ to $A$ in the low-temperature regime. By analyzing these maximal cycles and the possible cycle-paths, we can establish bounds in probability
for the hitting time $\tau_{A}^{x}$ on a logarithmic scale, i.e. obtain a pair of exponents $\Gamma_{-}(x, A), \Gamma_{+}(x, A)$ such that for every $\epsilon>0$

$$
\lim _{\beta \rightarrow \infty} \mathbb{P}\left(e^{\beta\left(\Gamma_{-}(x, A)-\epsilon\right)} \leq \tau_{A}^{x} \leq e^{\beta\left(\Gamma_{+}(x, A)+\epsilon\right)}\right)=1
$$

The sharpness of the exponents $\Gamma_{-}(x, A)$ and $\Gamma_{+}(x, A)$ crucially depends on how precisely one can determine which maximal cycles are likely to be visited and which ones are not, see Section 4.2 for further details. Furthermore, we give a sufficient condition (see Assumption A in Section 4.2), which is the absence of deep typical cycles, which guarantees that $\Gamma_{-}(x, A)=\Gamma=\Gamma_{+}(x, A)$, proving that the random variable $\beta^{-1} \log \tau_{A}^{x}$ converges in probability to $\Gamma$ as $\beta \rightarrow \infty$, and that $\lim _{\beta \rightarrow \infty} \beta^{-1} \log \mathbb{E} \tau_{A}^{x}=\Gamma$. In many cases of interest, one could show that Assumption A holds for the pair $(x, A)$ without detailed knowledge of the typical paths from $x$ to $A$. Indeed, by proving that the model exhibits absence of deep cycles (see Proposition 4.2.18), similarly to [106], also in our framework the study of the hitting time $\tau_{A}^{x}$ is decoupled from an exact control of the typical paths from $x$ to $A$. More precisely, one can obtain asymptotic results for the hitting time $\tau_{A}^{x}$ in probability, in expectation and in distribution without the detailed knowledge of the critical configuration or of the tube of typical paths. Proving the absence of deep cycles when $x \in \mathcal{X}^{m}$ and $A=\mathcal{X}^{s}$ corresponds precisely to identifying the set of metastable states $\mathcal{X}^{m}$, while, when $x \in \mathcal{X}^{s}$ and $A=\mathcal{X}^{s} \backslash\{x\}$, it is enough to show that the energy barrier that separates any state from a state with lower energy is not bigger than the energy barrier separating any two stable states.

Moreover, we give another sufficient condition (see Assumption B in Section 4.2), called "worst initial state" assumption, to show that the hitting time $\tau_{A}^{x}$ normalized by its mean converges in distribution to an exponential unitmean random variable. However, checking Assumption B for a specific model can be very involved, and hence we provide a stronger condition (see Proposition 4.2.20), which includes the case of the tunneling time between stable states and the classical transition time from a metastable to a stable state.

The hard-core model on complete K-partite graphs, which is the discretetime version of the activity process studied in Chapter 3, is used as an example to illustrate scenarios where Assumptions A or B are violated. Indeed, the energy landscape corresponding to this model is simple enough to allow for explicit calculations for the hitting times between any pair of configurations. In particular, we show in Subsection 4.2.7 that whenever Assumption A is not satisfied $\Gamma_{-}(x, A) \neq \Gamma_{+}(x, A)$ and the asymptotic result for $\mathbb{E} \tau_{A}^{x}$ of the first moment does not hold, while whenever Assumption B is not satisfied the scaled hitting time is not exponentially distributed.

Lastly, we show that by understanding the global structure of an energy landscape $(\mathcal{X}, H, c)$ and the maximum depths of its cycles, we can also derive results for the mixing time of the corresponding Metropolis Markov chains $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$, as illustrated in Subsection 4.2.8. In particular, our results show that in the special case of an energy landscape with multiple stable states
and without other deep cycles, the hitting time between any two stable states and the mixing time of the chain are of the same order of magnitude in the low-temperature regime. This is the case also for the Metropolis hard-core dynamics on grid graphs (see Theorems 5.2.1, 5.2.2 and 5.2.3 in Chapter 5) and triangular grid graphs (see Theorem 6.2.1 and 6.2.2 in Chapter 6).

### 4.2 ASYMPTOTIC BEHAVIOR OF HITTING TIMES FOR METROPOLIS MARKOV CHAINS

In this section we present model-independent results valid for any Markov chains with Metropolis transition probabilities (4.1) defined in Section 4.1. In Subsection 4.2.1 we introduce the classical notion of a cycle. If the considered model allows only for a very rough energy landscape analysis, well-known results for cycles are shown to readily yield upper and lower bounds in probability for the hitting time $\tau_{A}^{x}$ : Indeed, one can use the depth of the initial cycle $C_{A}(x)$ as $\Gamma_{-}(x, A)$ (see Proposition 4.2.4) and the maximum depth of a cycle in the partition of $\mathcal{X} \backslash A$ as $\Gamma_{+}(x, A)$ (see Proposition 4.2.7). If one has a good handle on the model-specific optimal paths from $x$ to $A$, i.e. those paths along which the maximum energy is precisely the min-max energy barrier between $x$ and $A$, sharper exponents can be obtained, as established in Proposition 4.2.10, by focusing on the relevant cycle, where the process $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ started in $x$ spends most of its time before hitting the subset $A$. We sharpen these bounds in probability for the hitting time $\tau_{A}^{x}$ even further with Proposition 4.2.15 by studying the tube of typical paths from $x$ to $A$ or standard cascade, a task that in general requires a very detailed but local analysis of the energy landscape. To complete the study of the hitting time in the regime $\beta \rightarrow \infty$, we prove in Subsection 4.2.5 the convergence of the first moment of the hitting time $\tau_{A}^{x}$ on a logarithmic scale under suitable assumptions (see Theorem 4.2.17) and give in Subsection 4.2.6 sufficient conditions for the scaled hitting time $\tau_{A}^{x} / \mathbb{E} \tau_{A}^{x}$ to converge in distribution as $\beta \rightarrow \infty$ to an exponential unit-mean random variable, see Theorem 4.2.19. Furthermore, we illustrate in detail two special cases which fall within our framework, namely the classical transition from a metastable state to a stable state and the tunneling between two stable states, which is the relevant one for the models considered in this thesis. In Subsection 4.2 .7 we briefly present the hard-core model on a complete K-partite graph, which is an example of a model where the asymptotic exponentiality of the scaled hitting times does not always hold. Lastly, in Subsection 4.2.8 we present some results for the mixing time and the spectral gap of Metropolis Markov chains and show how they are linked with the critical depths of the energy landscape.

In the rest of this section and in Section $4.3,\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ will denote a general Metropolis Markov chain with energy landscape ( $\mathcal{X}, H, c$ ) and inverse temperature $\beta$, as defined in Section 4.1.

### 4.2.1 Cycles: Definitions and classical results

We recall here the definition of a cycle and present some well-known properties.

A path $\omega: x \rightarrow y$ has been defined in Section 4.1 as a finite sequence of states $\omega_{1}, \ldots, \omega_{n} \in \mathcal{X}$ such that $\omega_{1}=x, \omega_{n}=y$ and $c\left(\omega_{i}, \omega_{i+1}\right)>0$, for $i=1, \ldots, n-1$. A subset $A \subset \mathcal{X}$ with at least two elements is connected if for all $x, y \in A$ there exists a path $\omega: x \rightarrow y$, such that $\omega_{i} \in A$ for every $i=1, \ldots,|\omega|$. Given a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$, we define $\Omega_{x, A}$ as the collection of all paths $\omega: x \rightarrow y$ for some $y \in A$ that do not visit $A$ before hitting $y$, i.e.

$$
\begin{equation*}
\Omega_{x, A}:=\left\{\omega: x \rightarrow y\left|y \in A, \omega_{i} \notin A \forall i<|\omega|\right\} .\right. \tag{4.5}
\end{equation*}
$$

We remark that only the endpoint of each path in $\Omega_{x, A}$ belongs to $A$. Given a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ in $\mathcal{X}$, we denote by $|\omega|:=n$ its length and define its height or elevation by

$$
\begin{equation*}
\Phi_{\omega}:=\max _{i=1, \ldots,|\omega|} H\left(\omega_{i}\right) . \tag{4.6}
\end{equation*}
$$

The communication height between a pair $x, y \in \mathcal{X}$ is the minimum value that has to be reached by the energy in every path $\omega: x \rightarrow y$, i.e.

$$
\begin{equation*}
\Phi(x, y):=\min _{\omega: x \rightarrow y} \Phi_{\omega} . \tag{4.7}
\end{equation*}
$$

Given two nonempty disjoint subsets $A, B \subset \mathcal{X}$, we define the communication height between $A$ and $B$ by

$$
\begin{equation*}
\Phi(A, B):=\min _{x \in A, y \in B} \Phi(x, y) \tag{4.8}
\end{equation*}
$$

Given a nonempty set $A \subset \mathcal{X}$, we define its external boundary by

$$
\partial A:=\{y \notin A \mid \exists x \in A: c(x, y)>0\} .
$$

For a nonempty set $A \subset \mathcal{X}$ we define its bottom $\mathcal{F}(A)$ as the set of all minima of the energy function $H(\cdot)$ on $A$, i.e.

$$
\mathcal{F}(A):=\left\{y \in A \mid H(y)=\min _{x \in A} H(x)\right\} .
$$

We call a nonempty subset $C \subset \mathcal{X}$ a cycle if it is either a singleton or a connected set such that

$$
\begin{equation*}
\max _{x \in C} H(x)<H(\mathcal{F}(\partial C)) . \tag{4.9}
\end{equation*}
$$

In other words, cycles are connected subsets of sublevel sets of the energy function $H$. A cycle $C$ for which condition (4.9) holds is called non-trivial cycle. If $C$ is a non-trivial cycle, we define its depth as

$$
\begin{equation*}
\Gamma(C):=H(\mathcal{F}(\partial C))-H(\mathcal{F}(C)) . \tag{4.10}
\end{equation*}
$$

Any singleton $C=\{x\}$ for which condition (4.9) does not hold is called trivial cycle. We set the depth of a trivial cycle $C$ to be equal to zero, i.e. $\Gamma(C)=0$. Given a non-trivial cycle $C$, we will refer to the set $\mathcal{F}(\partial C)$ of minima on its boundary as its principal boundary. Note that

$$
\Phi(C, \mathcal{X} \backslash C)= \begin{cases}H(x) & \text { if } C=\{x\} \text { is a trivial cycle } \\ H(\mathcal{F}(\partial C)) & \text { if } C \text { is a non-trivial cycle }\end{cases}
$$

In this way, we have the following alternative expression for the depth of a cycle $C$, which has the advantage of being valid also for trivial cycles:

$$
\begin{equation*}
\Gamma(C)=\Phi(C, \mathcal{X} \backslash C)-H(\mathcal{F}(C)) \tag{4.11}
\end{equation*}
$$

The next lemma gives an equivalent characterization of a cycle.
Lemma 4.2.1. A nonempty subset $C \subset \mathcal{X}$ is a cycle if and only if it is either a singleton or a connected set that satisfies

$$
\max _{x, y \in C} \Phi(x, y)<\Phi(C, \mathcal{X} \backslash C)
$$

The proof easily follows from definitions (4.7), (4.8) and (4.9) and the fact that if $C$ is not a singleton and is connected, then

$$
\begin{equation*}
\max _{x, y \in C} \Phi(x, y)=\max _{x \in C} H(x) \tag{4.12}
\end{equation*}
$$

We remark that the equivalent characterization of a cycle given in Lemma 4.2.1 is the "correct definition" of a cycle in the case where the transition probabilities are not necessarily Metropolis but satisfy the more general FreidlinWentzell condition

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log P_{\beta}(x, y)=\Delta(x, y) \quad \forall x, y \in \mathcal{X} \tag{4.13}
\end{equation*}
$$

where $\Delta(x, y)$ is an appropriate rate function $\Delta: \mathcal{X}^{2} \rightarrow \mathbb{R}^{+} \cup\{\infty\}$. The Metropolis transition probabilities correspond to the case (see [38] for more details) where

$$
\Delta(x, y)= \begin{cases}{[H(y)-H(x)]^{+}} & \text {if } c(x, y)>0 \\ \infty & \text { otherwise }\end{cases}
$$

The next theorem collects well-known results for the asymptotic behavior of the exit time from a cycle as $\beta$ becomes large, where the depth $\Gamma(C)$ of the cycle plays a crucial role.

Theorem 4.2.2 (Properties of the exit time from a cycle). Consider a non-trivial cycle $C \subset \mathcal{X}$.
(i) For any $x \in C$ and for any $\epsilon>0$, there exists $k_{1}>0$ such that for all $\beta$ sufficiently large

$$
\mathbb{P}\left(\tau_{\partial C}^{x}<e^{\beta(\Gamma(C)-\epsilon)}\right) \leq e^{-k_{1} \beta}
$$

(ii) For any $x \in C$ and for any $\epsilon>0$, there exists $k_{2}>0$ such that for all $\beta$ sufficiently large

$$
\mathbb{P}\left(\tau_{\partial C}^{x}>e^{\beta(\Gamma(C)+\epsilon)}\right) \leq e^{-e^{k_{2} \beta}}
$$

(iii) For any $x, y \in C$, there exists $k_{3}>0$ such that for all $\beta$ sufficiently large

$$
\mathbb{P}\left(\tau_{y}^{x}>\tau_{\partial C}^{x}\right) \leq e^{-k_{3} \beta}
$$

(iv) There exists $k_{4}>0$ such that for all $\beta$ sufficiently large

$$
\sup _{x \in C} \mathbb{P}\left(X_{\tau_{\partial C}^{x}}^{\beta} \notin \mathcal{F}(\partial C)\right) \leq e^{-k_{4} \beta} .
$$

(v) For any $x \in C, \epsilon>0$ and $\epsilon^{\prime}>0$, for all $\beta$ sufficiently large

$$
\mathbb{P}\left(\tau_{\partial C}^{x}<e^{\beta(\Gamma(C)+\epsilon)}, X_{\tau_{\partial C}^{x}}^{\beta} \in \mathcal{F}(\partial C)\right) \geq e^{-\epsilon^{\prime} \beta} .
$$

(vi) For any $x \in C$, any $\epsilon>0$ and all $\beta$ sufficiently large

$$
e^{\beta(\Gamma(C)-\epsilon)}<\mathbb{E} \tau_{\partial C}^{x}<e^{\beta(\Gamma(C)+\epsilon)} .
$$

The first three properties can be found in [118, Theorem 6.23], the fourth one is [118, Corollary 6.25] and the fifth one in [106, Theorem 2.17]. The sixth property is given in [116, Proposition 3.9] and implies that

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{\partial C}^{x}=\Gamma(C) \tag{4.14}
\end{equation*}
$$

The third property states that, given that $C$ is a cycle, for any starting state $x \in C$, the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ visits any state $y \in C$ before exiting from $C$ with a probability exponentially close to one. This is a crucial property of the cycles and in fact can be given as alternative definition, see for instance [29, 30]. The equivalence of the two definitions has been proved in [38] in greater generality for a Markov chain satisfying the Freidlin-Wentzell condition (4.13). Leveraging this fact, many properties and results from [29] will be used or cited.

We denote by $\mathcal{C}(\mathcal{X})$ the set of cycles of $\mathcal{X}$. The next lemma, see [118, Proposition 6.8], implies that the set $\mathcal{C}(\mathcal{X})$ has a tree structure with respect to the inclusion relation, where $\mathcal{X}$ is the root and the singletons are the leaves.

Lemma 4.2.3 (Cycle tree structure). Two cycles $C, C^{\prime} \in \mathcal{C}(\mathcal{X})$ are either disjoint or comparable for the inclusion relation, i.e. $C \subseteq C^{\prime}$ or $C^{\prime} \subseteq C$.

Lemma 4.2.3 also implies that the set of cycles to which a state $x \in \mathcal{X}$ belongs is totally ordered by inclusion. Furthermore, we remark that if two cycles $C, C^{\prime} \in \mathcal{C}(\mathcal{X})$ are such that $C \subseteq C^{\prime}$, then $\Gamma(C) \leq \Gamma\left(C^{\prime}\right)$; this latter inequality is strict if and only if the inclusion is strict.

### 4.2.2 Classical bounds in probability for hitting time $\tau_{A}^{x}$

In this subsection we start investigating the first hitting time $\tau_{A}^{x}$. Thus, we will tacitly assume that the target set $A$ is a nonempty subset of $\mathcal{X}$ and the initial state $x$ belongs to $\mathcal{X} \backslash A$. Moreover, without loss of generality, we will henceforth assume that

$$
\begin{equation*}
A=\{y \in \mathcal{X} \mid \forall \omega: x \rightarrow y \quad \omega \cap A \neq \varnothing\} \tag{4.15}
\end{equation*}
$$

which means that we add to the original target subset $A$ all the states in $\mathcal{X}$ that cannot be reached from $x$ without visiting the subset $A$. Note that this assumption does not change the distribution of the first hitting time $\tau_{A}^{x}$, since the states which we may have added in this way could not have been visited without hitting the original subset $A$ first.

Given a nonempty subset $A \subset \mathcal{X}$ and $x \in \mathcal{X}$, we define the initial cycle $C_{A}(x)$ by

$$
\begin{equation*}
C_{A}(x):=\{x\} \cup\{z \in \mathcal{X}: \Phi(x, z)<\Phi(x, A)\} \tag{4.16}
\end{equation*}
$$

If $x \in A$, then $C_{A}(x)=\{x\}$ and thus is a trivial cycle. If $x \notin A$, the subset $C_{A}(x)$ is either a trivial cycle (when $\Phi(x, A)=H(x)$ ) or a non-trivial cycle containing $x$, if $\Phi(x, A)>H(x)$. In any case, if $x \notin A$, then $C_{A}(x) \cap A=\varnothing$. For every $x \in \mathcal{X}$, we denote by $\Gamma(x, A)$ the depth of the initial cycle $C_{A}(x)$, i.e.

$$
\begin{equation*}
\Gamma(x, A):=\Gamma\left(C_{A}(x)\right) \tag{4.17}
\end{equation*}
$$

Clearly if $C_{A}(x)$ is trivial (and in particular when $x \in A$ ), then $\Gamma(x, A)=0$. Note that by definition the quantity $\Gamma(x, A)$ is always non-negative, and in general

$$
\Gamma(x, A)=\Phi(x, A)-H\left(\mathcal{F}\left(C_{A}(x)\right)\right) \geq \Phi(x, A)-H(x)
$$

with equality if and only if $x \in \mathcal{F}\left(C_{A}(x)\right)$.
If $x \notin A$, then the initial cycle $C_{A}(x)$ is, by construction, the maximal cycle (in the sense of inclusion) that contains the state $x$ and has an empty intersection with $A$. Therefore, any path $\omega: x \rightarrow A$ has at some point to exit from $C_{A}(x)$, by overcoming an energy barrier not smaller than its depth $\Gamma(x, A)$. The next proposition gives a probabilistic bound for the hitting time $\tau_{A}^{x}$ by looking precisely at this initial ascent up until the boundary of $C_{A}(x)$.

Proposition 4.2.4 (Initial-ascent bound). Consider a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$. For any $\epsilon>0$ there exists $\kappa>0$ such that for $\beta$ sufficiently large

$$
\begin{equation*}
\mathbb{P}\left(\tau_{A}^{x}<e^{\beta(\Gamma(x, A)-\epsilon)}\right)<e^{-\kappa \beta} \tag{4.18}
\end{equation*}
$$

The proof is essentially adopted from [118] and follows easily from Theorem 4.2.2(i), since by definition of $C_{A}(x)$, we have that $\tau_{A}^{x} \geq_{\text {st }} \tau_{\partial C_{A}(x)}^{x}$.

Before stating an upper bound for the tail probability of the hitting time $\tau_{A}^{x}$, we need some further definitions. Given a nonempty subset $B \subset \mathcal{X}$, we denote by $\mathcal{M}(B)$ the collection of maximal cycles that partitions $B$, i.e.

$$
\begin{equation*}
\mathcal{M}(B):=\{C \in \mathcal{C}(\mathcal{X}) \mid C \text { maximal by inclusion and } C \subseteq B\} \tag{4.19}
\end{equation*}
$$

Lemma 4.2.3 implies that every nonempty subset $B \subset \mathcal{X}$ has a partition into maximal cycles and hence guarantees that $\mathcal{M}(B)$ is well defined. Note that if $C \in \mathcal{C}(\mathcal{X})$ is itself a cycle, then $\mathcal{M}(C)=\{C\}$. The following lemma shows that initial cycles can be used to obtain the partition in maximal cycles of any subset of the state space.

Lemma 4.2.5. [106, Lemma 2.26] Given a nonempty subset $A \subset \mathcal{X}$, the collection $\left\{C_{A}(x)\right\}_{x \in \mathcal{X} \backslash A}$ of initial cycles is the partition into maximal cycles of $\mathcal{X} \backslash A$, i.e.

$$
\mathcal{M}(\mathcal{X} \backslash A)=\left\{C_{A}(x)\right\}_{x \in \mathcal{X} \backslash A} .
$$

We can extend the notion of depth to subsets $B \subsetneq \mathcal{X}$ which are not necessarily cycles by using the partition of $B$ into maximal cycles. More precisely, we define the maximum depth $\widetilde{\Gamma}(B)$ of a nonempty subset $B \subsetneq \mathcal{X}$ as the maximum depth of a cycle contained in $B$, i.e.

$$
\begin{equation*}
\widetilde{\Gamma}(B):=\max _{C \in \mathcal{M}(B)} \Gamma(C) \tag{4.20}
\end{equation*}
$$

Trivially $\widetilde{\Gamma}(C)=\Gamma(C)$ if $C \in \mathcal{C}(\mathcal{X})$. The next lemma gives two equivalent characterizations of the maximum depth $\widetilde{\Gamma}(B)$ of a nonempty subset $B \subsetneq \mathcal{X}$.

Lemma 4.2.6 (Equivalent characterizations of the maximum depth). Given a nonempty subset $B \subsetneq \mathcal{X}$,

$$
\begin{equation*}
\widetilde{\Gamma}(B)=\max _{x \in B} \Gamma(x, \mathcal{X} \backslash B)=\max _{x \in B}\left\{\min _{y \in \mathcal{X} \backslash B} \Phi(x, y)-H(x)\right\} \tag{4.21}
\end{equation*}
$$

In view of Lemma 4.2.6, $\widetilde{\Gamma}(B)$ is the maximum initial energy barrier that the process started inside $B$ possibly has to overcome to exit from $B$. As established by the next proposition, one can get a (super-)exponentially small upper bound for the tail probability of the hitting time $\tau_{A}^{x}$, by looking at the maximum depth $\widetilde{\Gamma}(\mathcal{X} \backslash A)$ of the complementary set $\mathcal{X} \backslash A$, where the process resides before hitting the target subset $A$.

Proposition 4.2.7 (Deepest-cycle bound, [29, Proposition 4.19]). Consider a nonempty subset $A \subsetneq \mathcal{X}$ and $x \notin A$. For any $\epsilon>0$ there exists $\kappa^{\prime}>0$ such that for $\beta$ sufficiently large

$$
\begin{equation*}
\mathbb{P}\left(\tau_{A}^{x}>e^{\beta(\widetilde{\Gamma}(\mathcal{X} \backslash A)+\epsilon)}\right)<e^{-e^{\kappa^{\prime} \beta}} \tag{4.22}
\end{equation*}
$$

By definition we have $\Gamma(x, A) \leq \widetilde{\Gamma}(\mathcal{X} \backslash A)$, but in general $\Gamma(x, A) \neq \widetilde{\Gamma}(\mathcal{X} \backslash$ $A)$ and neither bound presented in this subsection is actually tight, so we will proceed to establish sharper but more involved bounds in the next subsection.

### 4.2.3 Optimal paths and refined bounds in probability for hitting time $\tau_{A}^{x}$

The quantity $\Gamma(x, A)$ appearing in Proposition 4.2.4 only accounts for the energy barrier that has to be overcome starting from $x$, but there is such an energy barrier for every state $z \notin A$ and it may well be that to reach $A$ it is inevitable to visit a state $z$ with $\Gamma(z, A)>\Gamma(x, A)$. Similarly, also the exponent $\widetilde{\Gamma}(\mathcal{X} \backslash A)$ appearing in Proposition 4.2.7 may not be sharp in general. For instance, the maximum depth $\widetilde{\Gamma}(\mathcal{X} \backslash A)$ could be determined by a deep cycle $C$ in $\mathcal{X} \backslash A$ that cannot be visited before hitting $A$ or that is visited with a vanishing probability as $\beta \rightarrow \infty$. In this subsection, we refine the bounds given in Propositions 4.2.4 and 4.2.7 by using the notion of optimal path and identifying the subset of the state space $\mathcal{X}$ in which these optimal paths lie.

Given a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$, define the set of optimal paths $\Omega_{x, A}^{\mathrm{opt}}$ as the collection of all paths $\omega \in \Omega_{x, A}$ along which the maximum energy $\Phi_{\omega}$ is equal to the communication height between $x$ and $A$, i.e.

$$
\begin{equation*}
\Omega_{x, A}^{\mathrm{opt}}:=\left\{\omega \in \Omega_{x, A} \mid \Phi_{\omega}=\Phi(x, A)\right\} \tag{4.23}
\end{equation*}
$$

Define the relevant cycle $C_{A}^{+}(x)$ as the minimal cycle in $\mathcal{C}(\mathcal{X})$ such that $C_{A}(x) \subsetneq$ $C_{A}^{+}(x)$, i.e.

$$
\begin{equation*}
C_{A}^{+}(x):=\min \left\{C \in \mathcal{C}(\mathcal{X}) \mid C_{A}(x) \subsetneq C\right\} \tag{4.24}
\end{equation*}
$$

The cycle $C_{A}^{+}(x)$ is well defined, since the cycles in $\mathcal{C}(\mathcal{X})$ that contain $x$ are totally ordered by inclusion, as remarked after Lemma 4.2.3. By construction, $C_{A}^{+}(x) \cap A \neq \varnothing$ and thus $C_{A}^{+}(x)$ contains at least two states, so it has to be a non-trivial cycle. The minimality of $C_{A}^{+}(x)$ with respect to the inclusion gives that

$$
\max _{z \in C_{A}^{+}(x)} H(z)=\Phi(x, A)
$$

and then, by using Lemma 4.2.1, one obtains

$$
\begin{equation*}
\Phi(x, A)<H\left(\mathcal{F}\left(\partial C_{A}^{+}(x)\right)\right) \tag{4.25}
\end{equation*}
$$

The choice of the name relevant cycle for $C_{A}^{+}(x)$ comes from the fact that all paths the Markov chain will follow to go from $x$ to $A$ will almost surely
not exit from $C_{A}^{+}(x)$ in the limit $\beta \rightarrow \infty$. Indeed, for the relevant cycle $C_{A}^{+}(x)$ Theorem 4.2.2(iii) reads

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right)=1 \tag{4.26}
\end{equation*}
$$

The next lemma, which is proved in Section 4.3, states that an optimal path from $x$ to $A$ is precisely a path from $x$ to $A$ that does not exit from $C_{A}^{+}(x)$.

Lemma 4.2.8 (Optimal path characterization). Consider a nonempty subset $A \subset$ $\mathcal{X}$ and $x \notin A$. Then

$$
\omega \in \Omega_{x, A}^{\mathrm{opt}} \quad \Longleftrightarrow \quad \omega \in \Omega_{x, A} \quad \text { and } \quad \omega \subseteq C_{A}^{+}(x)
$$

Lemma 4.2.8 implies that the relevant cycle $C_{A}^{+}(x)$ can be equivalently defined as

$$
\begin{align*}
C_{A}^{+}(x) & =\{y \in \mathcal{X} \mid \Phi(x, y) \leq \Phi(x, A)\} \\
& =\left\{y \in \mathcal{X} \mid \Phi(x, y)<\Phi(x, A)+\delta_{0} / 2\right\} \tag{4.27}
\end{align*}
$$

where $\delta_{0}$ is the minimum energy gap between an optimal and a non-optimal path from $x$ to $A$, i.e.

$$
\delta_{0}=\delta_{0}(x, A):=\min _{\omega \in \Omega_{x, A} \backslash \Omega_{x, A}^{\mathrm{opt}}} \Phi_{\omega}-\Phi(x, A) .
$$

In view of Lemma 4.2.8 and (4.26), the Markov chain started in $x$ follows in the limit $\beta \rightarrow \infty$ almost surely an optimal path in $\Omega_{x, A}^{\mathrm{opt}}$ to hit $A$. It is then natural to define the following quantities for a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$ :

$$
\begin{equation*}
\Psi_{\min }(x, A):=\min _{\omega \in \Omega_{x, A}^{\mathrm{opt}}} \max _{z \in \omega} \Gamma(z, A) \tag{4.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\Psi_{\max }(x, A):=\max _{\omega \in \Omega_{x, A}^{\mathrm{opt}}} \max _{z \in \omega} \Gamma(z, A) \tag{4.29}
\end{equation*}
$$

Definition (4.28) implies that every optimal path $\omega \in \Omega_{x, A}^{\text {opt }}$ has to enter at some point a cycle in $\mathcal{M}(\mathcal{X} \backslash A)$ of depth at least $\Psi_{\min }(x, A)$, while definition (4.29) means that every cycle visited by any optimal path $\omega \in \Omega_{x, A}^{\mathrm{opt}}$ has depth less than or equal to $\Psi_{\max }(x, A)$.

An equivalent characterization for the energy barrier $\Psi_{\max }(x, A)$ can be given, but we first need one further definition. Define $R_{A}(x)$ as the subset of states which belong to at least one optimal path in $\Omega_{x, A}^{\mathrm{opt}}$, i.e.

$$
\begin{equation*}
R_{A}(x):=\left\{y \in \mathcal{X} \mid \exists \omega \in \Omega_{x, A}^{\mathrm{opt}}: y \in \omega\right\} \tag{4.30}
\end{equation*}
$$

Note that $A \cap R_{A}(x) \neq \varnothing$, since the endpoint of each path in $\Omega_{x, A}$ belongs to $A$, by definition (4.5). In view of Lemma 4.2.8, $R_{A}(x) \subseteq C_{A}^{+}(x)$. We remark that this latter inclusion could be strict, since in general $R_{A}(x) \neq C_{A}^{+}(x)$. Indeed, there could exist a state $y \in C_{A}^{+}(x)$ such that all paths $\omega: x \rightarrow y$ that do not exit from $C_{A}^{+}(x)$ always visit the target set $A$ before reaching $y$, and thus they do not belong to $\Omega_{x, A}^{\mathrm{opt}}$ (see definitions (4.5) and (4.23)), see Figure 4.1.

(a) The subset $R_{A}(x)$ (in light gray)

(b) The partition into maximal cycles of $R_{A}(x)$, including the initial cycle $C_{A}(x)$ (in dark gray)

Figure 4.1: Example of an energy landscape $\mathcal{X}$ with highlighted the subset $A$ (in black), the relevant cycle $C_{A}^{+}(x)$ and the subset $C_{A}^{+}(x) \backslash\left(R_{A}(x) \cup A\right)$ (with diagonal mesh)

The next lemma characterizes the quantity $\Psi_{\max }(x, A)$ as the maximum depth of the subset $R_{A}(x) \backslash A$ (see definition (4.20)).

Lemma 4.2.9 (Equivalent characterization of $\Psi_{\max }(x, A)$ ).

$$
\begin{equation*}
\Psi_{\max }(x, A)=\widetilde{\Gamma}\left(R_{A}(x) \backslash A\right) \tag{4.31}
\end{equation*}
$$

Using the two quantities $\Psi_{\min }(x, A)$ and $\Psi_{\max }(x, A)$, we can obtain sharper bounds in probability for the hitting time $\tau_{A}^{x}$, as stated in the next proposition, which is proved in Section 4.3.

Proposition 4.2.10 (Optimal paths depth bounds). Consider a nonempty subset $A \subset \mathcal{X}$ and $x \in \mathcal{X} \backslash A$. For any $\epsilon>0$ there exists $\kappa>0$ such that for $\beta$ sufficiently large

$$
\begin{equation*}
\mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }(x, A)-\epsilon\right)}\right)<e^{-\kappa \beta} \tag{4.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Psi_{\max }(x, A)+\epsilon\right)}\right)<e^{-\kappa \beta} \tag{4.33}
\end{equation*}
$$

This proposition is in fact a sharper result than Propositions 4.2.4 and 4.2.7, since

$$
\begin{equation*}
\Gamma(x, A) \leq \Psi_{\min }(x, A) \leq \Psi_{\max }(x, A) \leq \widetilde{\Gamma}(\mathcal{X} \backslash A) \tag{4.34}
\end{equation*}
$$

Indeed, since the starting state $x$ trivially belongs to every path in $\Omega_{x, A}^{\mathrm{opt}}$, we have that $\Gamma(x, A) \leq \max _{z \in \omega} \Gamma(z, A)$ for every $\omega \in \Omega_{x, A}^{\mathrm{opt}}$ and thus $\Gamma(x, A) \leq$ $\Psi_{\min }(x, A)$. Moreover, since by definition $C_{A}^{+}(x) \backslash A \subseteq \mathcal{X} \backslash A$, Lemma 4.2.9 yields that $\Psi_{\text {max }}(x, A) \leq \widetilde{\Gamma}(\mathcal{X} \backslash A)$.

If $\Gamma(x, A)=\widetilde{\Gamma}(\mathcal{X} \backslash A)$, it follows from (4.34) that $\Psi_{\min }(x, A)=\Psi_{\max }(x, A)$. However, in general, the exponents $\Psi_{\min }(x, A)$ and $\Psi_{\max }(x, A)$ are not equal and may not be sharp either, as illustrated by the energy landscape in Figure 4.2.

In this example, there are two paths to go from $x$ to $A$ : The path $\omega$ which goes from $x$ to $y$ and then follows the solid path until $A$, and the path $\omega^{\prime}$, which goes from $x$ to $y$ and then follows the dashed path through $z$ and eventually hitting $A$. Note that $\Phi_{\omega}=\Phi_{\omega^{\prime}}=\Phi(x, A)$, so both $\omega$ and $\omega^{\prime}$ are optimal paths from $x$ to $A$. By inspection, we get that $\Psi_{\max }(x, A)=\Gamma(z, A)$. However, the path $\omega^{\prime}$ does not exit the cycle $C_{A}(y)$ passing by its principal boundary and, in view of Theorem 4.2.2(iv), it becomes less likely than the other path as $\beta \rightarrow \infty$. In fact, the transition from $x$ to $A$ is likely to occur on a smaller time-scale than suggested by the upper bounds in Proposition 4.2.10 and in particular the exponent $\Psi_{\max }(x, A)$ is not sharp in this example.

In the next subsection, we will show that a more precise control in probability of the hitting time $\tau_{A}^{x}$ is possible, at the expense of a more involved analysis of the energy landscape.


Figure 4.2: An example energy landscape for which $\Psi_{\max }(x, A)$ is not sharp

### 4.2.4 Sharp bounds for hitting time $\tau_{A}^{x}$ using typical paths

As illustrated at the end of the previous subsection, the exponents $\Psi_{\min }(x, A)$ and $\Psi_{\max }(x, A)$ appearing in the probability bounds (4.32) and (4.33) for the hitting time $\tau_{A}^{x}$ may not be sharp in general. In this subsection we obtain exponents that are potentially sharper than $\Psi_{\min }(x, A)$ and $\Psi_{\max }(x, A)$ by looking in more detail at the cycle decomposition of $C_{A}^{+}(x) \backslash A$ and by identifying inside it the tube of typical paths from $x$ to $A$. In particular, we focus on how the process moves from two maximal cycles in the partition of $C_{A}^{+}(x) \backslash A$ and determine which of these transitions between maximal cycles are the most likely ones.

Some further definitions are needed. We introduce the notion of cycle-path and a way of mapping every path $\omega \in \Omega_{x, A}$ into a cycle-path $\mathcal{C}_{\omega}$. Recall that for a nonempty subset $A \subset \mathcal{X}, \partial A$ is its external boundary and $\mathcal{F}(A)$ is its bottom, i.e. the set of the minima of the energy function $H$ in $A$. A cycle-path is a finite sequence $\left(C_{1}, \ldots, C_{m}\right)$ of (trivial and non-trivial) cycles $C_{1}, \ldots, C_{m} \in \mathcal{C}(\mathcal{X})$ such that

$$
C_{i} \cap C_{i+1}=\varnothing \quad \text { and } \quad \partial C_{i} \cap C_{i+1} \neq \varnothing, \quad \text { for every } i=1, \ldots, m-1
$$

It can be easily proved that, in a cycle-path $\left(C_{1}, \ldots, C_{m}\right)$, if $C_{i}$ is a non-trivial cycle for some $i=1, \ldots, m$, then its predecessor $C_{i-1}$ and successor $C_{i+1}$ (if any) are trivial cycles, see [37, Lemma 2.5]. We can consider the collection $\mathcal{P}_{x, A}$ of cycle-paths that lead from $x$ to $A$ and consist of maximal cycles in $\mathcal{X} \backslash A$ only, namely

$$
\begin{align*}
\mathcal{P}_{x, A}:= & \left\{\text { cycle-path }\left(C_{1}, \ldots, C_{m}\right) \mid\right. \\
& \left.C_{1}, \ldots, C_{m} \in \mathcal{M}(\mathcal{X} \backslash A), x \in C_{1}, \partial C_{m} \cap A \neq \varnothing\right\} . \tag{4.35}
\end{align*}
$$

Recall that the collection of cycles $\mathcal{M}(\mathcal{X} \backslash A)$ can be constructed using initial cycles, as established by Lemma 4.2.5.
We define a mapping $\Omega_{x, A} \rightarrow \mathcal{P}_{x, A}$ by assigning to a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right) \in$ $\Omega_{x, A}$ the cycle-path $\mathcal{C}_{\omega}=\left(C_{1}, \ldots, C_{m(\omega)}\right) \in \mathcal{P}_{x, A}$ as follows. Set $t_{0}=1, C_{1}=$ $C_{A}(x)$, and then define recursively

$$
t_{i}:=\min \left\{k>t_{i-1} \mid \omega_{k} \notin C_{i}\right\} \quad \text { and } \quad C_{i+1}:=C_{A}\left(\omega_{t_{i}}\right)
$$

The path $\omega$ is a finite sequence and $\omega_{n} \in A$, so there exists an index $m(\omega) \in$ $\mathbb{N}$ such that $\omega_{t_{m(\omega)}}=\omega_{n} \in A$ and there the procedure stops. The way the sequence $\left(C_{1}, \ldots, C_{m(\omega)}\right)$ is constructed shows that it is indeed a cycle-path. Moreover, by using the notion of initial cycle $C_{A}(\cdot)$ to define $C_{1}, \ldots, C_{m(\omega)}$, they are automatically maximal cycles in $\mathcal{M}(\mathcal{X} \backslash A)$. Lastly, the fact that $\omega \in$ $\Omega_{x, A}$ implies that $x \in C_{1}$ and that $\partial C_{m(\omega)} \cap A \neq \varnothing$, hence $\mathcal{C}_{\omega} \in \mathcal{P}_{x, A}$ and the mapping is well-defined. We remark that this mapping is not injective, since two different paths in $\Omega_{x, A}$ can be mapped into the same cycle-path in $\mathcal{P}_{x, A}$. In fact, a single cycle-path groups together all the paths that visit the same cycles (the same number of times and in the same order). Cyclepaths are the appropriate mesoscopic objects to investigate while studying the transition $x \rightarrow A$ : Indeed one neglects in this way the microscopic dynamics of the process and focuses only on the relevant mesoscopic transitions from one maximal cycle to another. Furthermore, we note that for a given path $\omega \in \Omega_{x, A}$, the maximum energy barrier along $\omega$ is the maximum depth in its corresponding cycle-path $\mathcal{C}_{\omega}$, i.e.

$$
\max _{z \in \omega} \Gamma(z, A)=\max _{C \in \mathcal{C} \omega} \Gamma(C) .
$$

For every cycle $C \in \mathcal{C}(\mathcal{X})$ define

$$
\mathcal{B}(C):= \begin{cases}\mathcal{F}(\partial C) & \text { if } C \text { is a non-trivial cycle }  \tag{4.36}\\ \{z \in \partial C \mid H(z) \leq H(y)\} & \text { if } C=\{y\} \text { is a trivial cycle }\end{cases}
$$

In other words, if $C$ is a non-trivial cycle, then $\mathcal{B}(C)$ is its principal boundary, while when $C=\{y\}$ is a trivial cycle $\mathcal{B}(C)$ is the subset of states connected to $y$ with energy lower than $y$. We will refer to $\mathcal{B}(C)$ as principal boundary of $C$ also in the case where $C$ is a trivial cycle.

We say that a cycle-path $\left(C_{1}, \ldots, C_{m}\right)$ is connected via typical jumps to $A$ or simply vti-connected to $A$ if

$$
\begin{equation*}
\mathcal{B}\left(C_{i}\right) \cap C_{i+1} \neq \varnothing, \quad \forall i=1, \ldots, m-1, \quad \text { and } \quad \mathcal{B}\left(C_{m}\right) \cap A \neq \varnothing . \tag{4•37}
\end{equation*}
$$

The next lemma, presented in [38], guarantees that there always exists a cyclepath from the initial cycle $C_{A}(x)$ that is vti-connected to $A$ for any nonempty target subset $A \subset \mathcal{X}$ and $x \notin A$.

Lemma 4.2.11. [38, Proposition 3.22] For any nonempty subset $A \subset \mathcal{X}$ and $x \notin A$, there exists a cycle-path $\mathcal{C}^{*}=\left(C_{1}, \ldots, C_{m^{*}}\right)$ vtj-connected to $A$ with $x \in C_{1}$ and $C_{1}, \ldots, C_{m}^{*} \subset \mathcal{X} \backslash A$.

By inspecting the proof of [38, Proposition 3.22], one notices that the given cycle-path $\mathcal{C}^{*}=\left(C_{1}, \ldots, C_{m^{*}}\right)$ consists only of cycles in $\mathcal{X} \backslash A$ which are maximal by inclusion, so that $C_{1}, \ldots, C_{m^{*}} \in \mathcal{M}(\mathcal{X} \backslash A)$, and, in particular, $C_{1}=C_{A}(x)$. Hence $\mathcal{C}^{*} \in \mathcal{P}_{x, A}$ and therefore the collection $\mathcal{P}_{x, A}$ is not empty.

We define $\omega \in \Omega_{x, A}$ to be a typical path from $x$ to $A$ if its corresponding cycle-path $\mathcal{C}_{\omega}$ is vti-connected to $A$, and we denote by $\Omega_{x, A}^{\mathrm{vtj}}$ the collection of all typical paths from $x$ to $A$, i.e.

$$
\Omega_{x, A}^{\mathrm{vtj}}:=\left\{\omega \in \Omega_{x, A} \mid \omega \text { is typical }\right\} .
$$

The existence of a vtj-connected cycle-path $\mathcal{C}^{*}=\left(C_{1}, \ldots, C_{m^{*}}\right) \in \mathcal{P}_{x, A}$ guarantees that $\Omega_{x, A}^{\mathrm{vtj}} \neq \varnothing$. Indeed, take $y_{0}=x, y_{i} \in \mathcal{B}\left(C_{i}\right) \cap C_{i+1}, i=1, \ldots, m^{*}-1$ and $y_{m^{*}} \in \mathcal{B}\left(C_{m^{*}}\right) \cap A$ and consider a path $\omega^{*}$ that visits precisely the saddles $y_{0}, \ldots, y_{m^{*}}$ in this order and stays in cycle $C_{i}$ between the visit to $y_{i-1}$ and $y_{i}$. Then $\omega^{*}$ is a typical path from $x$ to $A$.

The following lemma gives an equivalent characterization of a typical path from $x$ to $A$.

Lemma 4.2.12 (Equivalent characterization of a typical path). Take a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$. Then
$\omega \in \Omega_{x, A}^{\mathrm{vj}} \Longleftrightarrow \omega \in \Omega_{x, A} \quad$ and $\quad \Phi\left(\omega_{i+1}, A\right) \leq \Phi\left(\omega_{i}, A\right) \quad \forall i=1, \ldots,|\omega|-1$.
The proof of this result is presented in Section 4.3. Lemma 4.2.12 shows that every typical path from $x$ to $A$ is an optimal path from $x$ to $A$, i.e.

$$
\begin{equation*}
\Omega_{x, A}^{\mathrm{vtj}} \subseteq \Omega_{x, A^{\prime}}^{\mathrm{opt}} \tag{4.38}
\end{equation*}
$$

since if $\omega \in \Omega_{x, A}^{\mathrm{vtj}}$, then $\Phi\left(\omega_{i}, A\right) \leq \Phi\left(\omega_{1}, A\right)=\Phi(x, A)$ for every $i=2, \ldots,|\omega|$ and thus $\Phi_{\omega}=\Phi(x, A)$.

Let $\mathrm{T}_{A}(x)$ be the tube of typical paths from $x$ to $A$, which is defined as

$$
\begin{equation*}
\mathrm{T}_{A}(x):=\left\{y \in \mathcal{X} \mid \exists \omega \in \Omega_{x, A}^{\mathrm{vtj}}: y \in \omega\right\} \tag{4.39}
\end{equation*}
$$

In other words, $\mathrm{T}_{A}(x)$ is the subset of states $y \in \mathcal{X}$ that can be reached from $x$ by means of a typical path which does not enter $A$ before visiting $y$. The
endpoint of every path in $\Omega_{x, A}^{\mathrm{vtj}}$ belongs to $A$, thus $\mathrm{T}_{A}(x) \cap A \neq \varnothing$. Since by (4.38) every typical path is an optimal path, it follows from definitions (4.30) and (4.39) that

$$
\mathrm{T}_{A}(x) \subseteq R_{A}(x)
$$

The tube of typical paths can be visualized as the standard cascade emerging from state $x$ and reaching eventually $A$, in the sense that it is the part of the energy landscape that would be wet if a water source is placed at $x$ and the water would "find its way" until the sink, that is subset $A$. This standard cascade possibly consists of basins/lakes (non-trivial cycles), saddle points (trivial cycles) and waterfalls (trivial cycles). From definition (4.39), it follows that if $z \in \mathrm{~T}_{A}(x)$, then

$$
\begin{equation*}
\mathrm{T}_{A}(z) \subseteq \mathrm{T}_{A}(x) \tag{4.40}
\end{equation*}
$$



Figure 4.3: Example of an energy landscape with the tube of typical $\mathrm{T}_{A}(x)$ highlighted in gray

Denote by $\mathfrak{T}_{A}(x)$ the collection of cycles $C \in \mathcal{M}(\mathcal{X} \backslash A)$ for which there exists a vtj-connected cycle-path $C_{1}, \ldots, C_{n} \subset \mathcal{X} \backslash A$ with $C_{1}=C_{A}(x)$ and $C_{n}=C$, i.e.

$$
\begin{aligned}
\mathfrak{T}_{A}(x):=\{C \in \mathcal{M}(\mathcal{X} \backslash A) \mid & \exists C_{1}, \ldots, C_{n} \text { vtj-connected cycle-path } \\
& \text { with } \left.C_{1}=C_{A}(x) \text { and } C_{n}=C\right\} .
\end{aligned}
$$

Note that the cycles in $\mathfrak{T}_{A}(x)$ form the partition into maximal cycles of $\mathrm{T}_{A}(x) \backslash$ $A$, i.e.

$$
\mathfrak{T}_{A}(x)=\mathcal{M}\left(\mathrm{T}_{A}(x) \backslash A\right),
$$

and that, by construction, there exists $C \in \mathfrak{T}_{A}(x)$ such that $\mathcal{B}(C) \cap A \neq \varnothing$. The boundary of $\mathrm{T}_{A}(x)$ consists of states either in $A$ or in the non-principal part of the boundary of a cycle in $C \in \mathfrak{T}_{A}(x)$ :

$$
\begin{equation*}
\partial \mathrm{T}_{A}(x) \backslash A=\bigcup_{C \in \mathfrak{T}_{A}(x)}(\partial C \backslash \mathcal{B}(C)) \tag{4.41}
\end{equation*}
$$

The typical paths in $\Omega_{x, A}^{\mathrm{vj}}$ are the only ones with non-vanishing probability of being visited by the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ started in $x$ before hitting $A$ in the limit $\beta \rightarrow \infty$, as established by the next lemma which is proved in Section 4.3.
Lemma 4.2.13 (Exit from the typical tube $\mathrm{T}_{A}(x)$ ). Consider a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$. Then there exists $\kappa>0$ such that for $\beta$ sufficiently large

$$
\mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x} \leq \tau_{A}^{\chi}\right) \leq e^{-\kappa \beta}
$$

Given a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$, define the following quantities:

$$
\begin{equation*}
\Theta_{\min }(x, A):=\min _{\omega \in \Omega_{x, A}^{\mathrm{vj}}} \max _{z \in \omega} \Gamma(z, A) \tag{4.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\Theta_{\max }(x, A):=\max _{\omega \in \Omega_{x, A}^{\mathrm{vj}}} \max _{z \in \omega} \Gamma(z, A) . \tag{4.43}
\end{equation*}
$$

In other words, definition (4.42) means that every typical path $\omega \in \Omega_{x, A}^{\mathrm{vtj}}$ has to enter at some point a cycle of depth at least $\Theta_{\min }(x, A)$. On the other hand, definition (4.29) implies that all cycles visited by any typical path $\omega \in \Omega_{x, A}^{\mathrm{vtj}}$ have depth less than or equal to $\Theta_{\max }(x, A)$. Hence, $\Theta_{\max }(x, A)$ can equivalently be characterized as the maximum depth (see definition (4.20)) of the tube $\mathrm{T}_{A}(x)$ of typical paths from $x$ to $A$, as stated by the next lemma.

Lemma 4.2.14 (Equivalent characterization of $\Theta_{\max }(x, A)$ ).

$$
\begin{equation*}
\Theta_{\max }(x, A)=\widetilde{\Gamma}\left(\mathrm{T}_{A}(x) \backslash A\right)=\max _{C \in \mathfrak{T}_{A}(x)} \Gamma(C) \tag{4.44}
\end{equation*}
$$

Since by (4.38) every typical path from $x$ to $A$ is an optimal path from $x$ to $A$, definitions (4.28), (4.29), (4.42) and (4.43) imply that

$$
\begin{equation*}
\Psi_{\min }(x, A) \leq \Theta_{\min }(x, A) \leq \Theta_{\max }(x, A) \leq \Psi_{\max }(x, A) \tag{4.45}
\end{equation*}
$$

We now have all the ingredients needed to formulate the first refined result for the hitting time $\tau_{A}^{x}$, which is proved in Section 4.3. The main idea behind the next proposition is to look at the shallowest-typical gorge inside $\mathrm{T}_{A}(x)$ that the process has to overcome to reach $A$ and at the deepest-typical gorge inside $\mathrm{T}_{A}(x)$ where the process has a non-vanishing probability to be trapped before hitting $A$.

Proposition 4.2.15 (Typical-cycles bounds). Consider a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$. For any $\epsilon>0$ there exists $\kappa>0$ such that for $\beta$ sufficiently large

$$
\begin{equation*}
\mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Theta_{\min }(x, A)-\epsilon\right)}\right)<e^{-\kappa \beta} \tag{4.46}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{P}\left(\tau_{A}^{\chi}>e^{\beta\left(\Theta_{\max }(x, A)+\epsilon\right)}\right)<e^{-\kappa \beta} \tag{4.47}
\end{equation*}
$$

The proof, which is a refinement of that of Proposition 4.2.10, is presented in Section 4.3.

In general, the exponents $\Theta_{\min }(x, A)$ and $\Theta_{\max }(x, A)$ may not be equal, as illustrated by the energy landscape in Figure 4.4.

(a) Energy profile of the energy landscape with the initial cycle $C_{A}(x)$ (in grey) and the relevant cycle $C_{A}^{+}(x)$ (below the dashed black line)

(b) Partition into maximal cycles of $\mathcal{X} \backslash A$ for the same energy landscape

Figure 4.4: An example energy landscape for which $\Theta_{\min }(x, A)<\Theta_{\max }(x, A)$
Also in this example, there are two paths to go from $x$ to $A$ : The path $\omega$ which goes from $x$ to $y$ and then follows the solid path until $A$, and the path $\omega^{\prime}$, which goes from $x$ to $y$ and then follows the dashed path through $z$ and eventually hitting $A$. Both paths $\omega$ and $\omega^{\prime}$ always move from a cycle to the next one visiting the principal boundary, hence they are both typical paths from $x$ to $A$. By inspection, we get that $\Theta_{\max }(x, A)=\Gamma(z, A)$, since the typical path $\omega^{\prime}$ visits the cycle $C_{A}(z)$. Using the path $\omega$ we deduce that $\Theta_{\min }(x, A)=\Gamma(y, A)$ and therefore $\Theta_{\min }(x, A)<\Theta_{\max }(x, A)$.

If the two exponents $\Theta_{\min }(x, A)$ and $\Theta_{\max }(x, A)$ coincide, then, in view of Proposition 4.2.15, we get sharp bounds in probability on a logarithmic scale for the hitting time $\tau_{A}^{x}$, as stated in the next corollary.

Corollary 4.2.16. Consider a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$. Assume that

$$
\begin{equation*}
\Theta_{\min }(x, A)=\Theta(x, A)=\Theta_{\max }(x, A) \tag{4.48}
\end{equation*}
$$

Then, for any $\epsilon>0$

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \mathbb{P}\left(e^{\beta(\Theta(x, A)-\epsilon)}<\tau_{A}^{x}<e^{\beta(\Theta(x, A)+\epsilon)}\right)=1 \tag{4.49}
\end{equation*}
$$

There are many examples of models and pairs $(x, A)$ for which $\Theta_{\min }(x, A)=$ $\Theta_{\max }(x, A)$. The most classical ones are the models that exhibit a metastable behavior: If one takes $x \in \mathcal{X}^{m}$ and $A=\mathcal{X}^{s}$, then it follows that $\Theta_{\min }(x, A)=$ $\mathcal{V}_{x}=\Theta_{\max }(x, A)$ (by virtue of the definition (4.3) of stability level) and Corollary 4.2.16 holds, see also [106, Theorem 4.1].

### 4.2.5 First moment convergence

We now turn our attention to the asymptotic behavior of the mean hitting time $\mathbb{E} \tau_{A}^{x}$ as $\beta \rightarrow \infty$. In particular, we will show that it scales (almost) exponentially in $\beta$ and we will identify the corresponding exponent. There may be some subexponential pre-factors, but, without further assumptions, one can only hope to get results on a logarithmic scale, due to the potential complexity of the energy landscape. We remark that a precise knowledge of the tube of typical paths is not always necessary to derive the asymptotic order of magnitude of the mean hitting time $\mathbb{E} \tau_{A}^{x}$, as established by Proposition 4.2.18.

To prove the convergence of the quantity $\frac{1}{\beta} \log \mathbb{E} \tau_{A}^{x}$, we need the following assumption.

Assumption A (Absence of deep typical cycles) Given the energy landscape ( $X, H, c$ ), we assume
(A1) $\Theta_{\min }(x, A)=\Theta(x, A)=\Theta_{\max }(x, A)$, and
(A2)
$\Theta_{\max }(z, A) \leq \Theta(x, A)$ for every $z \in \mathcal{X} \backslash A$.
Condition (A1) says that every path $\omega: x \rightarrow A$ visits one of the deepest typical cycles of the tube $\mathrm{T}_{A}(x)$. Condition (A2) guarantees that by starting in another state $z \neq x$, the deepest typical cycle the process can enter is not deeper than those in $\mathrm{T}_{A}(x)$. Checking the validity of Assumption A can be very difficult in general, but we give a sufficient condition in Proposition 4.2.18 which is satisfied in many models of interest, including the hard-core model on grid graphs and triangular grid graphs (as illustrated in Chapter 5 and Chapter 6, respectively) and the Widom-Rowlison model on grid graphs (see Chapter 7. We further remark that ( $\mathrm{A}_{1}$ ) is precisely the assumption of Corollary 4.2.16. Therefore, in the scenarios where Assumption A holds, we also have the asymptotic result (4.49) in probability for the hitting time $\tau_{A}^{x}$.

The next theorem says that if Assumption A is satisfied, then the asymptotic order of magnitude of the mean hitting time $\mathbb{E} \tau_{A}^{x}$ as $\beta \rightarrow \infty$ is $\Theta(x, A)$.
Theorem 4.2.17 (First moment convergence). If Assumption $A$ is satisfied, then

$$
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{A}^{x}=\Theta(x, A)
$$

In many models of interest, calculating $\widetilde{\Gamma}(\mathcal{X} \backslash A)$ is easier than calculating $\Theta_{\min }(x, A)$ or $\Theta_{\max }(x, A)$. Indeed, even if $\widetilde{\Gamma}(\mathcal{X} \backslash A)$ is a quantity that still requires a global analysis of the energy landscape, one needs to compute just the communication height $\Phi(z, A)$ between any state $z \in \mathcal{X} \backslash A$ and the target set $A$, without requiring a full understanding of the complex cycle structure of the energy landscape. Besides this fact, the main motivation to look at the quantity $\widetilde{\Gamma}(\mathcal{X} \backslash A)$ is that it allows to give a sufficient condition for Assumption A , as established in the following proposition.

Proposition 4.2.18 (Absence of deep cycles). If

$$
\begin{equation*}
\Phi(x, A)-H(x)=\widetilde{\Gamma}(\mathcal{X} \backslash A) \tag{4.50}
\end{equation*}
$$

then Assumption A holds.
Proof. From the inequality

$$
\Phi(x, A)-H(x) \leq \Theta_{\min }(x, A) \leq \Theta_{\max }(x, A) \leq \widetilde{\Gamma}(\mathcal{X} \backslash A)
$$

we deduce that $\Theta_{\min }(x, A)=\Theta_{\max }(x, A)$ and (Ai) is proved. Moreover, by definition of $\widetilde{\Gamma}(\mathcal{X} \backslash A)$, we have $\Theta_{\max }(z, A) \leq \widetilde{\Gamma}(\mathcal{X} \backslash A)$ for every $z \in \mathcal{X} \backslash A$. This inequality, together with the fact that $\Theta_{\max }(x, A)=\widetilde{\Gamma}(\mathcal{X} \backslash A)$, proves that (A2) also holds and thus assumption $A$ is satisfied.

We now present two interesting scenarios for which (4.50) holds.

## Example 1 (Metastability scenario)

Suppose that

$$
x \in \mathcal{X}^{m} \quad \text { and } \quad A=\mathcal{X}^{s}
$$

In this first scenario, $\tau_{A}^{x}$ is the classical transition time between a metastable state and a stable state, a widely studied object in the statistical mechanics literature (see, e.g. [106]). Assumption A is satisfied in this case by applying Proposition 4.2.18, since condition (4.50) holds: The equality $\Phi\left(x, \mathcal{X}^{s}\right)-$ $H(x)=\widetilde{\Gamma}\left(\mathcal{X} \backslash \mathcal{X}^{s}\right)$ follows from the assumption $x \in \mathcal{X}^{m}$, which means that there are no cycles in $\mathcal{X} \backslash \mathcal{X}^{s}$ that are deeper than $C_{\mathcal{X}^{s}}(x)$.

## Example 2 (Tunneling scenario)

Suppose that $x \in \mathcal{X}^{s}, A=\mathcal{X}^{s} \backslash\{x\}$ and

$$
\begin{equation*}
\Phi(z, A)-H(z) \leq \Phi(x, A)-H(x) \quad \forall z \in \mathcal{X} \backslash\{x\} \tag{4.51}
\end{equation*}
$$

In the second scenario, the hitting time $\tau_{A}^{x}$ is the tunneling time between any pair of stable states. Assumption (4.51) says that every cycle in the energy landscape which does not contain a stable state has depth strictly smaller than the cycle $C_{A}(x)$ and we generally refer to this property as absence of deep
cycles in the tunneling scenario. This condition immediately implies that (4.50) holds, i.e. $\widetilde{\Gamma}(\mathcal{X} \backslash A)=\Phi(x, A)-H(x)$, and hence in this scenario assumption A holds, thanks to Proposition 4.2.18.

We will show that the tunneling times of the hard-core model on grid graphs and on triangular grid graphs fall precisely in this second scenario, as we will show in Chapter 5 and Chapter 6, respectively.

### 4.2.6 Asymptotic exponentiality

We now present a sufficient condition for the scaled random variable $\tau_{A}^{x} / \mathbb{E} \tau_{A}^{x}$ to converge in distribution to an exponential unit-mean random variable as $\beta \rightarrow \infty$. Define

$$
\begin{equation*}
\Theta_{*}(x, A):=\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{A}^{x} . \tag{4.52}
\end{equation*}
$$

If Assumption A holds, then we know that $\Theta(x, A)=\Theta_{*}(x, A)$, but the result presented in this section does not require the exact knowledge of $\Theta_{*}(x, A)$. We prove asymptotic exponentiality of the scaled hitting time under the following assumption.

Assumption B ("Worst initial state") Given an energy landscape ( $X, H, c$ ), we assume that

$$
\begin{equation*}
\Theta_{*}(x, A)>\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\})) \tag{4.53}
\end{equation*}
$$

This assumption guarantees that the following "recurrence" result holds: From any state $z \in \mathcal{X}$ the Markov chain reaches the set $A \cup\{x\}$ on a time scale strictly smaller than that at which the transition $x \rightarrow A$ occurs. Indeed, Proposition 4.2.7 gives that for any $\epsilon>0$

$$
\lim _{\beta \rightarrow \infty} \sup _{z \in \mathcal{X}} \mathbb{P}\left(\tau_{\{x\} \cup A}^{z}>e^{\beta(\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\}))+\epsilon)}\right)=0
$$

We can informally say that Assumption B requires $x$ to be the "worst initial state" for the Markov chain when the target subset is $A$.

Proposition 4.2.20 gives a sufficient condition for Assumption B to hold, which is satisfied in many models of interest, in particular the hard-core model on grid graphs (see Chapter 5), the hard-core model on triangular grid graphs (see Chapter 6) and the Widom-Rowlison model on grid graphs (see Chapter 7.

Theorem 4.2.19 (Asymptotic exponentiality). If Assumption B is satisfied, then

$$
\begin{equation*}
\frac{\tau_{A}^{x}}{\mathbb{E} \tau_{A}^{x}} \xrightarrow{d} \operatorname{Exp}(1), \quad \text { as } \beta \rightarrow \infty . \tag{4.54}
\end{equation*}
$$

More precisely, there exist two functions $k_{1}(\beta)$ and $k_{2}(\beta)$ with $\lim _{\beta \rightarrow \infty} k_{1}(\beta)=0$ and $\lim _{\beta \rightarrow \infty} k_{2}(\beta)=0$ such that for any $s>0$

$$
\left|\mathbb{P}\left(\frac{\tau_{A}^{x}}{\mathbb{E} \tau_{A}^{x}}>s\right)-e^{-s}\right| \leq k_{1}(\beta) e^{-\left(1-k_{2}(\beta)\right) s}
$$

The proof, presented in Section 4.3, readily follows from the consequences of Assumption B discussed above and by applying [49, Theorem 2.3],

We now present a condition which guarantees that Assumption B holds and show that it holds in two scenarios similar to those described in the previous subsection.

Proposition 4.2.20 $\left(C_{A}(x)\right.$ is "the unique deepest cycle"). If

$$
\begin{equation*}
\Gamma(x, A)>\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\})) \tag{4.55}
\end{equation*}
$$

then Assumption B is satisfied.
The proof of this proposition is immediate from (4.34) and (4.45). We remark that if condition (4.55) holds, then the initial cycle $C_{A}(x)$ is the unique deepest cycle in $\mathcal{X} \backslash A$. Condition (4.55) is stronger than (4.53), but often easier to check, since one does not need to compute the exact value of $\Theta_{*}(x, A)$, but only the depth $\Gamma(x, A)$ of the initial cycle $C_{A}(x)$. We now present two scenarios of interest.

## Example 3 (Unique metastable state scenario)

Suppose that

$$
\mathcal{X}^{m}=\{z\}, \quad A=\mathcal{X}^{s}, \quad \text { and } \quad x \in C_{A}(z) .
$$

We remark that this scenario is a special case of the metastable scenario presented in Example 1 in Subsection 4.2.5. This scenario was already mentioned in [106], in the discussion following Theorem 4.15, but we briefly discuss here how to prove asymptotic exponentiality within our framework. Indeed, we have that

$$
\Gamma\left(x, \mathcal{X}^{s}\right)=\Gamma\left(\mathcal{C}_{\mathcal{X}^{s}}(z)\right)=\widetilde{\Gamma}\left(\mathcal{X} \backslash \mathcal{X}^{s}\right)
$$

thanks to the fact that $z$ is the configuration in $\mathcal{X} \backslash \mathcal{X}^{s}$ with the maximum stability level, which means that $C_{\mathcal{X}^{s}}(z)$ is the deepest cycle in $\mathcal{X} \backslash \mathcal{X}^{s}$. Moreover, the fact that $z$ is the unique metastable state, implies that

$$
\widetilde{\Gamma}\left(\mathcal{X} \backslash \mathcal{X}^{s}\right)>\widetilde{\Gamma}\left(\mathcal{X} \backslash\left(\mathcal{X}^{s} \cup\{z\}\right)\right)
$$

since every configuration in $\mathcal{X} \backslash\left(\mathcal{X}^{s} \cup\{z\}\right)$ has stability level strictly smaller than $\mathcal{V}_{z}$.

## Example 4 (Two stable states scenario)

Suppose that $\mathcal{X}^{s}=\left\{s_{1}, s_{2}\right\}, A=\left\{s_{2}\right\}, x \in C_{A}\left(s_{1}\right)$ and

$$
\widetilde{\Gamma}\left(\mathcal{X} \backslash\left\{s_{1}, s_{2}\right\}\right)<\Phi\left(s_{1}, s_{2}\right)-H\left(s_{1}\right)
$$

This scenario is a special case of the tunneling scenario presented in Example 2 in Subsection 4.2.5. In this case condition (4.55) is obviously satisfied. In particular, it shows that the scaled tunneling time $\tau_{s_{2}}^{s_{1}}$ between two stable states in $\mathcal{X}$ is asymptotically exponential whenever $\mathcal{X}^{s}=\left\{s_{1}, s_{2}\right\}$ and the condition $\widetilde{\Gamma}\left(\mathcal{X} \backslash\left\{s_{1}, s_{2}\right\}\right)<\Phi\left(s_{1}, s_{2}\right)-H\left(s_{1}\right)$ is satisfied.

### 4.2.7 An example of non-exponentiality

Assumption $B$ is a rather strong assumption. In fact, for many models and for most of choices of $x$ and $A$, the scaled hitting time $\tau_{A}^{x} / \mathbb{E} \tau_{A}^{x}$ does not have an exponential distribution in the limit $\beta \rightarrow \infty$. Moreover, we do not claim that Assumption B is necessary to have asymptotically exponentiality of the scaled hitting time $\tau_{A}^{x} / \mathbb{E} \tau_{A}^{x}$. However, we will now show that for the hard-core model on complete K-partite graphs considered in Chapter 3 Assumption B does not always hold and that the model exhibits non-exponentially distributed scaled hitting times.

Let the conflict graph $G$ be a complete K-partite graph as described in Section 3.1. Recall that this means that the sites in $V$ can be partitioned into $K$ disjoint subsets $V_{1}, \ldots, V_{K}$ called components, such that two sites are connected by an edge if and only if they belong to different components. An example of complete 5-partite graph is displayed in Figure 3.1 and the structure of the corresponding energy landscape $\mathcal{X}$ is illustrated by Figure 3.2a.

This choice for $G$ results in a simple state space $\mathcal{X}$, for which a detailed analysis is possible. Moreover, for the same model the asymptotic behavior of the first hitting times in continuous time is already well understood, see Chapter 3. Before stating the results, we recall some definitions from Section 3.1 and introduce some new notation. Let $L_{k}$ be the size of the $k$-th component $V_{k}$, for $k=1, \ldots, K$. Clearly the total number of sites in $V$ is $N=\sum_{k=1}^{K} L_{k}$. Define $L_{\text {max }}:=\max _{k=1, \ldots, K} L_{k}$. For $k=1, \ldots, K$ define the configuration $\sigma_{k} \in \mathcal{X}$ as

$$
\sigma_{k}(v)= \begin{cases}1 & \text { if } v \in V_{k} \\ 0 & \text { otherwise }\end{cases}
$$

The configurations $\left\{\sigma_{1}, \ldots, \sigma_{K}\right\}$ are precisely all the local minima of the energy function $H$ on the state space $\mathcal{X}$. Moreover $\sigma_{k}$ is a stable state if and only if $L_{k}=L_{\text {max }}$. In addition, denote by 0 the configuration in $\mathcal{X}$ where all the sites are empty, i.e. the configuration such that $0(v)=0$ for every $v \in V$. Given $k_{1}, k_{2} \in\{1, \ldots, K\}, k_{1} \neq k_{2}$, we take $\sigma_{k_{1}}$ and $\sigma_{k_{2}}$ as starting and target configurations, respectively. Define $L_{*}=L_{*}\left(k_{2}\right):=\max _{k \neq k_{2}} L_{k}$ and let $K_{*}=$
$K_{*}\left(k_{2}\right):=\left\{k \neq k_{2} \mid L_{k}=L_{*}\right\}$ be the set of indices of the components of size $L_{*}$ different from $k_{2}$.

In Subsection 3.4.5 we presented the main results for hitting times on complete partite graphs in the case of homogeneous activation rates. Such results are for the continuous-time activity process, but they can be easily translated to discrete time as follows. Recall that given two real functions $f(\beta)$ and $g(\beta)$, we write $f \sim g$ as $\beta \rightarrow \infty$ when $\lim _{\beta \rightarrow \infty} f(\beta) / g(\beta)=1$.

Proposition 4.2.21 (First moment convergence of the hitting time $\tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}$ ). For any $k_{1}, k_{2} \in\{1, \ldots, K\}$ with $k_{1} \neq k_{2}$, the first hitting time $\tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}$ satisfies

$$
\mathbb{E} \tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}} \sim N\left(\frac{\mathbb{1}_{\left\{k_{1} \in K_{*}\right\}}}{L_{*}}+\frac{\left|K_{*}\right|}{L_{k_{2}}}\right) e^{\beta L_{*}}, \quad \beta \rightarrow \infty .
$$

In particular,

$$
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}=L_{*}
$$

Proposition 4.2.22 (Asymptotic distribution of the hitting time $\tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}$ ). Take $k_{1}, k_{2} \in\{1, \ldots, K\}$ such that $k_{1} \neq k_{2}$. If $k_{1} \in K_{*}$, then

$$
\frac{\tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}}{\mathbb{E} \tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}} \xrightarrow{d} \operatorname{Exp}(1), \quad \beta \rightarrow \infty .
$$

Instead, if $k_{1} \notin K_{*}$, then

$$
\frac{\tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}}{\mathbb{E} \tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}} \xrightarrow{d} Z, \quad \beta \rightarrow \infty,
$$

where $\mathrm{Z} \stackrel{d}{=} \sum_{i=1}^{M} Y_{i}$ and $\left(Y_{i}\right)_{i \geq 1}$ are i.i.d. exponential unit-mean random variables and $M$ is an independent random variable with geometric distribution $\mathbb{P}(M=n)=$ $(1-p)^{n} p$ for $n \in \mathbb{N} \cup\{0\}$ with success probability $p=L_{k_{2}} /\left(\left|K_{*}\right| L_{*}+L_{k_{2}}\right)$.

As illustrated in Figure 3.2a, the energy landscape consists of $K$ cycles, one for each component of $G$, and one trivial cycle $\{0\}$ which links all the others. The depth of each of the cycles is equal to the size of the corresponding component of $G$. All the paths from $\sigma_{k_{1}}$ to $\sigma_{k_{2}}$ must at some point exit from the cycle corresponding to component $k_{1}$, at whose bottom lies $\sigma_{k_{1}}$. After hitting the configuration $\mathbf{0}$, they can go directly into the target cycle, i.e. the one at which bottom lies $\sigma_{k_{2}}$, or they may fall in one of the other $K-1$ cycles. Formalizing these simple considerations, we can prove the following proposition.
Proposition 4.2.23 (Structural properties of the energy landscape). For any $k_{1}, k_{2} \in\{1, \ldots, K\}, k_{1} \neq k_{2}$,

$$
\Gamma\left(\sigma_{k_{1}},\left\{\sigma_{k_{2}}\right\}\right)=L_{k_{1}}=\Psi_{\min }\left(\sigma_{k_{1}},\left\{\sigma_{k_{2}}\right\}\right)
$$

and

$$
\Psi_{\max }\left(\sigma_{k_{1}},\left\{\sigma_{k_{2}}\right\}\right)=L_{*}=\widetilde{\Gamma}\left(\mathcal{X} \backslash\left\{\sigma_{k_{2}}\right\}\right)
$$

In particular, if $k_{1} \notin K_{*}\left(k_{2}\right)$, Propositions 4.2.21 and 4.2.23 impy that

$$
L_{*}=\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \mathbb{E} \tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}=\Theta\left(\sigma_{k_{1}},\left\{\sigma_{k_{2}}\right\}\right) \nless \widetilde{\Gamma}\left(\mathcal{X} \backslash\left\{\sigma_{k_{1}}, \sigma_{k_{2}}\right\}\right)=L_{*} .
$$

Assumption B is thus not satisfied for the the pair $\left(\sigma_{k_{1}},\left\{\sigma_{k_{2}}\right\}\right)$. Indeed there exists another configuration $\sigma_{k^{\prime}}$, for some $k^{\prime} \in K_{*}\left(k_{2}\right), k^{\prime} \neq k_{1}$, for which the recurrence probability

$$
\mathbb{P}\left(\tau_{\left\{\sigma_{k_{1}}, \sigma_{k_{2}}\right\}}^{\sigma_{\sigma^{\prime}}}>e^{\beta\left(L_{k_{1}}+\epsilon\right)}\right)
$$

does not vanish as $\beta \rightarrow \infty$, since component $V_{k^{\prime}}$ has size $L_{*}>L_{k_{1}}$.
In fact, as established in Proposition 4.2.22, the scaled hitting time $\tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}} / \mathbb{E} \tau_{\sigma_{k_{2}}}^{\sigma_{k_{1}}}$ does not converge in distribution to an exponential random variable with unit mean as $\beta \rightarrow \infty$.

### 4.2.8 Mixing time and spectral gap

In this subsection we focus on the long-run behavior of the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ and in particular examine the rate of convergence to the stationary distribution. We measure the rate of convergence in terms of the total variation distance and the mixing time, which describes the time required for the distance to stationarity to become small. More precisely, for every $0<\epsilon<1$, we define the mixing time $t_{\beta}^{\operatorname{mix}}(\epsilon)$ by

$$
\begin{equation*}
t_{\beta}^{\mathrm{mix}}(\epsilon):=\min \left\{n \geq 0 \mid \max _{x \in \mathcal{X}}\left\|P_{\beta}^{n}(x, \cdot)-\mu_{\beta}(\cdot)\right\|_{\mathrm{TV}} \leq \epsilon\right\} \tag{4.56}
\end{equation*}
$$

where $\left\|v-v^{\prime}\right\|_{\mathrm{TV}}:=\frac{1}{2} \sum_{x \in \mathcal{X}}\left|v(x)-v^{\prime}(x)\right|$ for any two probability distributions $v, v^{\prime}$ on $\mathcal{X}$. Another classical notion to investigate the speed of convergence of Markov chains is the spectral gap, which is defined as

$$
\begin{equation*}
\rho_{\beta}:=1-a_{\beta}^{(2)} \tag{4.57}
\end{equation*}
$$

where $1=a_{\beta}^{(1)}>a_{\beta}^{(2)} \geq \cdots \geq a_{\beta}^{(|\mathcal{X}|)} \geq-1$ are the eigenvalues of the matrix $\left(P_{\beta}(x, y)\right)_{x, y \in \mathcal{X}}$. The spectral gap can be equivalently defined using the Dirichlet form associated with the pair $\left(P_{\beta}, \mu_{\beta}\right)$, see [99, Lemma 13.12]. The problem of studying the convergence rate towards stationarity for a Freidlin-Wentzell Markov chain has already been studied in [29, 65, 109, 126]. In particular, in [29] the authors characterize the order of magnitude of both its mixing time and spectral gap in terms of certain "critical depths" of the energy landscape associated with the Freidlin-Wentzell Markov chain. We summarize the results in the context of Metropolis Markov chains in the next proposition.

Proposition 4.2.24 (Mixing time and spectral gap for Metropolis Markov chains). For any $0<\epsilon<1$ and any $s \in \mathcal{X}^{s}$,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log t_{\beta}^{\operatorname{mix}}(\epsilon)=\widetilde{\Gamma}(\mathcal{X} \backslash\{s\})=\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log \rho_{\beta} \tag{4.58}
\end{equation*}
$$

Furthermore, there exist two positive constants $0<c_{1} \leq c_{2}<\infty$ independent of $\beta$ such that for every $\beta \geq 0$

$$
\begin{equation*}
c_{1} e^{-\beta \widetilde{\Gamma}(\mathcal{X} \backslash\{s\})} \leq \rho_{\beta} \leq c_{2} e^{-\beta \widetilde{\Gamma}(\mathcal{X} \backslash\{s\})} \tag{4.59}
\end{equation*}
$$

### 4.3 PROOF OF RESULTS FOR GENERAL METROPOLIS MARKOV CHAIN

In this section we prove the results presented in Section 4.2 for a Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ with energy landscape $(\mathcal{X}, H, c)$ and inverse temperature $\beta$. For compactness, we will suppress the implicit dependence on the parameter $\beta$ in the notation.

### 4.3.1 Proof of Lemma 4.2.8

If $\omega \in \Omega_{x, A}^{\mathrm{opt}}$, then trivially $\omega \in \Omega_{x, A}$. Moreover, we claim that $\omega \in \Omega_{x, A}^{\mathrm{opt}} \mathrm{im}$ plies $\omega \subseteq C_{A}^{+}(x)$. Indeed, by definition of an optimal path and inequality (4.25), it follows that an optimal path cannot exit from $C_{A}^{+}(x)$ since

$$
\Phi_{\omega}=\Phi(x, A)<H\left(\mathcal{F}\left(\partial C_{A}^{+}(x)\right)\right) .
$$

The reverse implication follows from the minimality of $C_{A}^{+}(x)$, which guarantees that $\Phi(x, A)=\max _{z \in C_{A}^{+}(x)} H(z)$.

### 4.3.2 Proof of Proposition 4.2.10

In this proof we suppress the explicit dependence of $\Psi_{\min }(x, A)$ and $\Psi_{\max }(x, A)$ from $x$ and $A$ for compactness, and denote the same quantities by $\Psi_{\min }$ and $\Psi_{\text {max }}$, respectively. We first prove the lower bound (4.32) and, in the second part of the proof, the upper bound (4.33). Consider the event $\left\{\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}\right\}$ first. There are two possible scenarios: Either the process exits from the cycle $C_{A}^{+}(x)$ before hitting $A$ or not. Hence,

$$
\begin{align*}
& \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}\right)= \\
& =\mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right)+\mathbb{P}\left(\tau_{\partial C_{A}^{+}(x)}^{x} \leq \tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right)+\mathbb{P}\left(\tau_{\partial C_{A}^{+}(x)}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}\right) \tag{4.60}
\end{align*}
$$

The quantity $\mathbb{P}\left(\tau_{\partial C_{A}^{+}(x)}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}\right)$ is exponentially small in $\beta$ for $\beta$ sufficiently large, thanks to Theorem 4.2.2(i) and to the fact that $\Psi_{\min }<\Gamma\left(C_{A}^{+}(x)\right)$.

In order to derive an upper bound for the first term in the right-hand side of (4.60), we introduce the following set

$$
\mathcal{Z}_{\mathrm{opt}}:=\left\{z \in R_{A}(x) \backslash A \mid \Gamma(z, A) \geq \Psi_{\min }\right\}
$$

By definition (4.28) of $\Psi_{\min }$, every optimal path $\omega \in \Omega_{x, A}^{\mathrm{opt}}$ must inevitably visit a cycle of depth not smaller than $\Psi_{\min }$ and therefore it has to enter the subset $\mathcal{Z}_{\text {opt }}$ before hitting $A$. Hence, for every $z \in \mathcal{Z}_{\text {opt }}$, conditioning on the event $\left\{\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}, X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}^{\beta}}^{\beta}=z\right\}$, we can write

$$
\tau_{A}^{x} \stackrel{d}{=} \tau_{z}^{x}+\tau_{A}^{z}
$$

and, in particular, $\tau_{A}^{x} \geq_{\text {st }} \tau_{A}^{z}$. Using this fact, we get that there exists some $k_{2}>0$ such that for $\beta$ sufficiently large

$$
\begin{align*}
& \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \\
&= \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)} \mid \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \\
& \sum_{z \in \mathcal{Z}_{\mathrm{opt}}} \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Psi_{\min }-\epsilon\right)} \mid \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}, X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}}=z\right) \mathbb{P}\left(X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}}=z\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \sum_{z \in \mathcal{Z}_{\mathrm{opt}}} \mathbb{P}\left(\tau_{A}^{z}<e^{\beta\left(\Psi_{\min }-\epsilon\right)}\right) \mathbb{P}\left(X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}^{x}}=z\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \sum_{z \in \mathcal{Z}_{\mathrm{opt}}} \mathbb{P}\left(\tau_{A}^{z}<e^{\beta(\Gamma(z, A)-\epsilon)}\right) \mathbb{P}\left(X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}}=z\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \sum_{z \in \mathcal{Z}_{\mathrm{opt}}} \mathbb{P}\left(\tau_{\partial C_{A}(z)}^{z}<e^{\beta(\Gamma(z, A)-\epsilon)}\right) \mathbb{P}\left(X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}}=z\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \sum_{z \in \mathcal{Z}_{\mathrm{opt}}} e^{-k_{2} \beta} \cdot \mathbb{P}\left(X_{\tau_{\mathcal{Z}_{\mathrm{opt}}}}=z\right) \\
&=\mathbb{P}\left(\tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \cdot e^{-k_{2} \beta} \\
& \leq e^{-k_{2} \beta}, \tag{4.61}
\end{align*}
$$

where we used Theorem 4.2.2(i) and the facts that $\tau_{A}^{z} \geq \tau_{\partial C_{A}(z)}^{z}$ and that $\Gamma\left(C_{A}(z)\right)=\Gamma(z, A) \geq \Psi_{\text {min }}$ for every $z \in \mathcal{Z}_{\mathrm{opt}}$.

For the upper bound, we can argue that

$$
\begin{aligned}
& \mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Psi_{\max }+\epsilon\right)}\right) \\
& =\mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Psi_{\max }+\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right)+\mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Psi_{\max }+\epsilon\right)}, \tau_{\partial C_{A}^{+}(x)}^{x} \leq \tau_{A}^{x}\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Psi_{\max }+\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right)+\mathbb{P}\left(\tau_{\partial C_{A}^{+}(x)}^{x} \leq \tau_{A}^{x}\right)
\end{aligned}
$$

The second term is exponentially small in $\beta$ thanks to Theorem 4.2.2(iii) applied to the cycle $C_{A}^{+}(x)$, to which both $x$ and at least one state of $A$ belong.

We now turn our attention to the first term. If the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ hits the target set $A$ before exiting from the cycle $C_{A}^{+}(x)$, then it has been following an optimal path and, in particular, before hitting $A$ it can have visited only states in the set $R_{A}(x) \backslash A$. Consider a state $z \in R_{A}(x) \backslash A$. By definition of $R_{A}(x), z$ can be reached from $x$ by means of an optimal path, i.e. there exists a path $\omega^{*}: z \rightarrow x$ such that $\Phi_{\omega^{*}} \leq \Phi(x, A)$. This fact implies that $\Phi(z, A) \leq \Phi(x, A)$ and thus for every path in $\omega \in \Omega_{z, A}$ opt we can obtain a path that belongs to $\Omega_{x, A}^{\mathrm{opt}}$ by concatenating $\omega^{*}$ and $\omega$. Hence,

$$
\begin{equation*}
\Psi_{\max }(z, A) \leq \Psi_{\max }=\Psi_{\max }(x, A) \tag{4.62}
\end{equation*}
$$

Lemma 4.2.11 guarantees the existence of a cycle-path $C_{1}, \ldots, C_{n}$ vtj-connected to $A$ such that $z \in C_{1}$ and $C_{1}, \ldots C_{n} \in \mathcal{M}(\mathcal{X} \backslash A)$. From the fact that this cyclepath is vtj-connected and Lemma 4.2.12, it follows that $H\left(\mathcal{B}\left(C_{i}\right)\right) \leq \Phi(x, A)$. Definition (4.29), inclusion (4.38) and inequality (4.62) imply that

$$
\Gamma\left(C_{i}\right) \leq \Psi_{\max }, \quad i=1, \ldots, n
$$

For every $i=2, \ldots, n$ take a state $y_{i} \in \mathcal{B}\left(C_{i-1}\right) \cap C_{i}$. Furthermore, take $y_{1}=z$ and $y_{n+1} \in \mathcal{B}\left(C_{n}\right) \cap A$. Consider the set of paths

$$
\mathcal{E}_{\epsilon, z, A}:=\mathcal{E}_{\epsilon, z, A}\left(y_{1}, C_{1}, y_{2}, C_{2}, \ldots, y_{n}, C_{n}, y_{n+1}\right)
$$

consisting of the paths constructed by the concatenation of any $n$-tuple of paths $\omega^{(1)}, \omega^{(2)}, \ldots, \omega^{(n)}$ satisfying the following conditions:
(1) The path $\omega^{(i)}$ has length $\left|\omega^{(i)}\right| \leq e^{\beta\left(\Psi_{\max }+\varepsilon / 4\right)}$, for any $i=1, \ldots, n$;
(2) The path $\omega^{(i)}$ joins $y_{i}$ to $y_{i+1}$, i.e. $\omega^{(i)} \in \Omega_{y_{i}, y_{i+1}}$, for any $i=1, \ldots, n$;
(3) All the states $\omega_{j}^{(i)}$ belong to $C_{i}$ for any $j=1, \ldots,\left|\omega^{(i)}\right|-1$, for any $i=$ $1, \ldots, n$.

We stress that the first condition restricts the set $\mathcal{E}_{\epsilon, z, A}$ to paths that spend less than $e^{\beta\left(\Psi_{\max }+\epsilon / 4\right)}$ time in cycle $C_{i}$, for every $i=1, \ldots n$. Note that the length of any path $\omega \in \mathcal{E}_{\epsilon, z, A}$ satisfies the upper bound

$$
|\omega| \leq|\mathcal{X}| e^{\beta\left(\Psi_{\max }+\epsilon / 4\right)}
$$

Moreover, since the state space $\mathcal{X}$ is finite, for $\beta$ sufficiently large

$$
|\omega| \leq|\mathcal{X}| e^{\beta\left(\Psi_{\max }+\epsilon / 4\right)} \leq e^{\beta\left(\Psi_{\max }+\epsilon / 2\right)} \quad \forall \omega \in \mathcal{E}_{\epsilon, z, A} .
$$

Therefore, for every $z \in R_{A}(x) \backslash A$

$$
\begin{aligned}
\mathbb{P}\left(\tau_{A}^{z} \leq e^{\beta\left(\Psi_{\max }+\epsilon / 2\right)}\right) & \geq \mathbb{P}\left(\tau_{A}^{z} \leq e^{\beta\left(\Psi_{\max }+\epsilon / 2\right)},\left(X_{m}\right)_{m=1}^{\tau_{A}^{\chi}} \in \mathcal{E}_{\epsilon, z, A}\right) \\
& =\mathbb{P}\left(\left(X_{m}\right)_{m=1}^{\tau_{A}^{z}} \in \mathcal{E}_{\epsilon, z, A}\right)
\end{aligned}
$$

Using the Markov property, we obtain that for any $\epsilon^{\prime}>0$ and $\beta$ sufficiently large

$$
\begin{aligned}
\mathbb{P}\left(\left(X_{m}\right)_{m=1}^{\tau_{A}^{x}} \in \mathcal{E}_{\epsilon, z, A}\right) & =\prod_{i=1}^{n} \mathbb{P}\left(\tau_{\partial C_{i}}^{y_{i}} \leq e^{\beta\left(\Psi_{\max }+\epsilon / 4\right)}, X_{\tau_{\partial C_{i}}^{y_{i}}}^{y_{i}}=y_{i+1}\right) \\
& \geq e^{-\beta \epsilon^{\prime} n} \geq e^{-\beta \epsilon^{\prime}|\mathcal{X}|}
\end{aligned}
$$

where the second last inequality follows from Theorem 4.2.2(v). Since $e^{-\beta \epsilon^{\prime}|\mathcal{X}|}$ does not depend on the initial state $z$,

$$
\inf _{z \in R_{A}(x) \backslash A} \mathbb{P}\left(\tau_{A}^{z} \leq e^{\beta\left(\Psi_{\max }+\epsilon / 2\right)}\right) \geq e^{-\beta \epsilon^{\prime}|\mathcal{X}|}
$$

Applying iteratively the Markov property at the times $k e^{\beta\left(\Psi_{\max }+\epsilon / 2\right)}$, with $k=$ $1, \ldots, e^{\beta \epsilon / 2}$, we obtain that

$$
\begin{aligned}
& \mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Psi_{\max }+\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial C_{A}^{+}(x)}^{x}\right) \\
& \quad \leq\left(\sup _{z \in R_{A}(x) \backslash A} \mathbb{P}\left(\tau_{A}^{z}>e^{\beta\left(\Psi_{\max }+\epsilon / 2\right)}\right)\right)^{e^{\beta \varepsilon / 2}} \\
& \quad \leq\left(1-e^{-\beta \epsilon^{\prime}|\mathcal{X}|}\right)^{e^{\beta \varepsilon / 2}} \leq e^{-e^{\beta\left(\epsilon / 2-\epsilon^{\prime} \mid \mathcal{X X |}\right.}}
\end{aligned}
$$

We remark that we can take the supremum over the states in $R_{A}(x) \backslash A$, since all the other states in $C_{A}^{+}(x) \backslash R_{A}(x)$ cannot be reached by means of an optimal path (i.e. without exiting from $\left.C_{A}^{+}(x)\right)$ before visiting the target subset $A$. Choosing $\epsilon^{\prime}>0$ small enough and $\beta$ sufficiently large, we get that $e^{-e^{\beta\left(\epsilon / 2-\epsilon^{\prime}|\mathcal{X}|\right)}} \leq e^{-k \beta}$ for any $k>0$.

### 4.3.3 Proof of Lemma 4.2.12

Take a path $\omega \in \Omega_{x, A}$ and the corresponding cycle-path $\mathcal{C}_{\omega}=\left(C_{1}, \ldots, C_{m(\omega)}\right)$.
We first show that $\omega \notin \Omega_{x, A}^{\mathrm{vtj}}$ implies that $\Phi\left(\omega_{i+1}, A\right)>\Phi\left(\omega_{i}, A\right)$ for some $1 \leq i \leq|\omega|$. If $\omega \notin \Omega_{x, A}^{\mathrm{vtj}}$, then the cycle-path $\mathcal{C}_{\omega}=\left(C_{1}, \ldots, C_{m(\omega)}\right)$ is not vtjconnected to $A$, which means that there exists an index $1 \leq k \leq m(\omega)$ such that $\partial C_{k} \cap C_{k+1} \neq \varnothing$, but $\mathcal{B}\left(C_{k}\right) \cap C_{k+1}=\varnothing$. Take the corresponding index $i$ in the path $\omega$ such that $\omega_{i} \in C_{k}$ and $\omega_{i+1} \in \partial C_{k} \cap C_{k+1}$. From the fact that $\omega_{i+1} \notin \mathcal{B}\left(C_{k}\right)$, it follows that

$$
\Phi\left(\omega_{i+1}, A\right)>\Phi\left(\omega_{i}, A\right)
$$

Indeed, if $C_{k}$ is a trivial cycle, i.e. $C_{k}=\left\{\omega_{i}\right\}$, then $\omega_{i+1} \notin \mathcal{B}\left(C_{k}\right)$ implies $H\left(\omega_{i+1}\right)>H\left(\omega_{i}\right)$ and thus

$$
\Phi\left(\omega_{i+1}, A\right) \geq H\left(\omega_{i+1}\right)>H\left(\omega_{i}\right)=\Phi\left(\omega_{i}, A\right)
$$

where the last equality holds since $C_{k}$ is a trivial cycle in $\mathcal{M}(\mathcal{X} \backslash A)$. In the case where $C_{k}$ is a non-trivial cycle, then

$$
\Phi\left(\omega_{i+1}, A\right) \geq H\left(\omega_{i+1}\right)>H\left(\mathcal{F}\left(\partial C_{k}\right)\right)=\Phi\left(\omega_{i}, A\right)
$$

where the last equality follows from the fact that $C_{k}=C_{A}\left(\omega_{i}\right)$.
We now focus on the converse implication. We want to prove that if $\omega \in \Omega_{x, A}^{\mathrm{vtj}}$ then $\Phi\left(\omega_{i+1}, A\right) \leq \Phi\left(\omega_{i}, A\right)$ for every $i=1, \ldots,|\omega|$. Consider the index $k$ such that $\omega_{i} \in C_{k}$. If the states $\omega_{i}$ and $\omega_{i+1}$ both belong to $C_{k}$, then $C_{A}\left(\omega_{i}\right)=$ $C_{A}\left(\omega_{i+1}\right)=C_{k}$ and $\Phi\left(\omega_{i+1}, A\right)=\Phi\left(\omega_{i}, A\right)$. If instead $\omega_{i}$ and $\omega_{i+1}$ belongs to different cycles, then $\omega_{i+1} \in \mathcal{B}\left(C_{k}\right) \cap C_{k+1}$ by definition of cycle-path. If $C_{k}=C_{A}\left(\omega_{i}\right)$ is a non-trivial cycle, then $H\left(\omega_{i+1}\right)=H\left(\mathcal{F}\left(\partial C_{k}\right)\right.$ and thus

$$
\Phi\left(\omega_{i+1}, A\right) \leq \max \left\{\Phi\left(\omega_{i}, A\right), H\left(\omega_{i+1}\right)\right\}=H\left(\mathcal{F}\left(\partial C_{k}\right)\right)=\Phi\left(\omega_{i}, A\right)
$$

Lastly, if $C_{k}$ is instead a trivial cycle, then $H\left(\omega_{i+1}\right) \leq H\left(\omega_{i}\right) \leq \Phi\left(\omega_{i}, A\right)$ and thus

$$
\Phi\left(\omega_{i+1}, A\right) \leq \max \left\{\Phi\left(\omega_{i}, A\right), H\left(\omega_{i+1}\right)\right\}=\Phi\left(\omega_{i}, A\right)
$$

### 4.3.4 Proof of Lemma 4.2.13

In (4.41) we have used the fact that the only way to exit from the tube $\mathrm{T}_{A}(x)$ without having hit the subset $A$ first is to exit from the non-principal boundary of a cycle $C \in \mathfrak{T}_{A}(x)$. Therefore

$$
\begin{aligned}
& \mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x}<\tau_{A}^{x}\right)= \\
& \quad=\sum_{C \in \mathfrak{T}_{A}(x)} \mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x}<\tau_{A}^{x}, X_{\tau_{\partial \mathrm{T}_{A}(x)}^{x}-1} \in C, X_{\tau_{\partial \mathrm{T}_{A}(x)}^{x}} \notin \mathcal{B}(C)\right) \\
& \quad=\sum_{C \in \mathfrak{T}_{A}(x)} \sum_{z \in C} \mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x}<\tau_{A}^{x}, X_{\tau_{\partial \mathrm{T}_{A}(x)}^{x}}-1=z, X_{\tau_{\partial \mathrm{T}_{A}(x)}^{x}} \notin \mathcal{B}(C)\right) \\
& \quad \leq \sum_{C \in \mathfrak{T}_{A}(x)}|C| \sup _{z \in C} \mathbb{P}\left(X_{\tau \partial C} \notin \mathcal{B}(C)\right) \leq \sum_{C \in \mathfrak{T}_{A}(x)}|C| e^{-k_{C} \beta}<e^{-\kappa \beta},
\end{aligned}
$$

for some $\kappa>0$ and $\beta$ sufficiently large. The second last inequality follows from Theorem 4.2.2(iv) when $C$ is a non-trivial cycle and directly from definition (4.36) of $\mathcal{B}(C)$ and the transition probabilities (4.1) when $C$ is a trivial cycle. Thanks to the definition (4.39) of the typical tube, $\mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x}=\tau_{A}^{x}\right)=0$, since all the states of the target state $A$ that can be hit starting from $x$ by means of a typical path belong to $\mathrm{T}_{A}(x)$ and not to $\partial \mathrm{T}_{A}(x)$.

### 4.3.5 Proof of Proposition 4.2.15

As mentioned in Subsection 4.2.4, this proposition is a refinement of Proposition 4.2.10, so instead of giving a full proof, we will just describe the necessary modifications. In this proof we suppress from our notation the explicit
dependence of $\Theta_{\min }(x, A)$ and $\Theta_{\max }(x, A)$ from $x$ and $A$ for compactness, and denote the same quantities by $\Theta_{\min }$ and $\Theta_{\max }$, respectively.

We first prove (4.46). Consider the event $\left\{\tau_{A}^{x}<e^{\beta\left(\Theta_{\min }-\epsilon\right)}\right\}$ first. There are two possible scenarios: Either the process exits the tube $\mathrm{T}_{A}(x)$ of typical paths before hitting $A$ or it stays in $\mathrm{T}_{A}(x)$ until it hits $A$. Hence,

$$
\begin{align*}
& \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Theta_{\min }-\epsilon\right)}\right)= \\
& =\mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Theta_{\min }-\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}\right)+\mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x} \leq \tau_{A}^{x}<e^{\beta\left(\Theta_{\min }-\epsilon\right)}\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Theta_{\min }-\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}\right)+\mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x} \leq \tau_{A}^{x}\right) \tag{4.63}
\end{align*}
$$

Lemma 4.2.13 implies that the second term in the right-hand side of (4.63) is exponentially small in $\beta$. In order to derive an upper bound for the first term in (4.63), we introduce the set

$$
\mathcal{Z}_{\mathrm{vtj}}:=\left\{z \in \mathrm{~T}_{A}(x) \backslash A \mid \Gamma(z, A) \geq \Theta_{\min }\right\}
$$

By definition (4.42) of $\Theta_{\min }$, every typical path $\omega \in \Omega_{x, A}^{\mathrm{vtj}}$ must inevitably visit a cycle of depth not smaller than $\Theta_{\min }$ and therefore has to enter the subset $\mathcal{Z}_{\mathrm{vtj}}$ before hitting $A$. Hence, for every $z \in \mathcal{Z}_{\mathrm{vtj}}$, conditioning on the event $\left\{\tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}, X_{\tau_{\mathcal{Z}_{\mathrm{vj}}}^{x}}=z\right\}$, we can write

$$
\tau_{A}^{x} \stackrel{d}{=} \tau_{z}^{x}+\tau_{A}^{z},
$$

and in particular we have that $\tau_{A}^{x}>_{\text {st }} \tau_{A}^{z}$. Using this fact and arguing like in (4.61), we can prove that there exists $\kappa>0$ such that $\beta$ sufficiently large such that

$$
\mathbb{P}\left(\tau_{A}^{x}<e^{\beta\left(\Theta_{\min }-\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}\right) \leq e^{-\kappa \beta}
$$

We now turn our attention to the proof of the upper bound (4.47). First note that

$$
\begin{align*}
& \mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Theta_{\max }+\epsilon\right)}\right)= \\
& =\mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Theta_{\max }+\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}\right)+\mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Theta_{\max }+\epsilon\right)}, \tau_{\partial \mathrm{T}_{A}(x)}^{x} \leq \tau_{A}^{x}\right) \\
& \leq \mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Theta_{\max }+\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}\right)+\mathbb{P}\left(\tau_{\partial \mathrm{T}_{A}(x)}^{x} \leq \tau_{A}^{x}\right) \tag{4.64}
\end{align*}
$$

where the the latter term is exponentially small in $\beta$ for $\beta$ sufficiently large, thanks to Lemma 4.2.13. For the first term in (4.64), we refine the argument given in the second part of the proof of Proposition 4.2.10. Consider a state $z \in \mathrm{~T}_{A}(x) \backslash A$. Since $\mathrm{T}_{A}(z) \subseteq \mathrm{T}_{A}(x)$, it follows from (4.44) that

$$
\begin{equation*}
\Theta_{\max }(z, A) \leq \Theta_{\max }=\Theta_{\max }(x, A) \tag{4.65}
\end{equation*}
$$

Thanks to Lemma 4.2.11, there exists a cycle-path of maximal cycles $C_{1}, \ldots, C_{n}$ in $\mathcal{X} \backslash A$ that is vtj-connected to $A$ and such that $z \in C_{1}$. The definition of vtjconnected cycle-path, Lemma 4.2.14 and inequality (4.65) imply that

$$
\begin{equation*}
\Gamma\left(C_{i}\right) \leq \Theta_{\max }, \quad \forall i=1, \ldots, n . \tag{4.66}
\end{equation*}
$$

For each $i=2, \ldots, n$, take a state $y_{i} \in \mathcal{F}\left(\partial C_{i-1}\right) \cap C_{i}$. Furthermore, take $y_{1}=z$ and $y_{n+1} \in \mathcal{F}\left(\partial C_{n}\right) \cap A$. We consider the collection of paths

$$
\mathcal{E}_{\epsilon, z, A}^{*}:=\mathcal{E}_{\epsilon, z, A}^{*}\left(y_{1}, C_{1}, y_{2}, C_{2}, \ldots, y_{n}, C_{n}, y_{n+1}\right),
$$

which consists of all paths obtained by concatenating any $n$-tuple of paths $\omega^{(1)}, \omega^{(2)}, \ldots, \omega^{(n)}$ satisfying the following conditions:
(1) The path $\omega^{(i)}$ has length $\left|\omega^{(i)}\right| \leq e^{\beta\left(\Theta_{\max }+\epsilon / 4\right)}$, for any $i=1, \ldots, n$;
(2) The path $\omega^{(i)}$ joins $y_{i}$ to $y_{i+1}$, i.e. $\omega^{(i)} \in \Omega_{y_{i}, y_{i+1}}$, for any $i=1, \ldots, n$;
(3) All the states $\omega_{j}^{(i)}$ belong to $C_{i}$ for any $j=1, \ldots,\left|\omega^{(i)}\right|-1$, for any $i=1, \ldots, n$.

This collection is similar to the collection $\mathcal{E}_{\epsilon, z, A}$ described in the proof of Proposition 4.2.10, but condition (1) here is stronger. Using (4.66) and arguing as in the proof of Proposition 4.2.10, we obtain that

$$
\mathbb{P}\left(\tau_{A}^{z} \leq e^{\beta\left(\Theta_{\max }+\epsilon / 2\right)}\right) \geq \mathbb{P}\left(\left(X_{m}\right)_{m=1}^{\tau_{A}^{\chi}} \in \mathcal{E}_{\epsilon, z, A}^{*}\right) \geq e^{-\beta \epsilon^{\prime}|\mathcal{X}|}
$$

Since $e^{-\beta \epsilon^{\prime}|\mathcal{X}|}$ does not depend on the initial state $z$, we get for any $\epsilon^{\prime}>0$ and $\beta$ sufficiently large

$$
\inf _{z \in \mathrm{~T}_{A}(x)} \mathbb{P}\left(\tau_{A}^{z} \leq e^{\beta\left(\Theta_{\max }+\epsilon / 2\right)}\right) \geq e^{-\beta \epsilon^{\prime}|\mathcal{X}|}
$$

and thus

$$
\begin{align*}
& \mathbb{P}\left(\tau_{A}^{x}>e^{\beta\left(\Theta_{\max }+\epsilon\right)}, \tau_{A}^{x}<\tau_{\partial \mathrm{T}_{A}(x)}^{x}\right) \\
& \quad \leq\left(\sup _{z \in \mathrm{~T}_{A}(x) \backslash A} \mathbb{P}\left(\tau_{A}^{z}>e^{\beta\left(\Theta_{\max }+\epsilon / 2\right)}\right)\right)^{e^{\beta \varepsilon / 2}} \\
& \quad \leq\left(1-e^{-\beta \epsilon^{\prime}|\mathcal{X}|}\right)^{e^{\beta \varepsilon / 2}} \leq e^{-e^{\beta\left(\epsilon / 2-\epsilon^{\prime}|\mathcal{X}|\right)}}, \tag{4.67}
\end{align*}
$$

by applying iteratively the Markov property at the times $k e^{\beta\left(\Theta_{\max }+\epsilon / 2\right)}$, with $k=1, \ldots, e^{\beta \epsilon / 2}$. Choosing $\epsilon^{\prime}>0$ small enough and $\beta$ sufficiently large, we get that the right-hand side of inequality (4.67) is super-exponentially small in $\beta$, which completes the proof of the upper bound (4.47).

### 4.3.6 Proof of Theorem 4.2.17

Since Assumption (A1) holds, we set $\Theta(x, A)=\Theta_{\min }(x, A)=\Theta_{\max }(x, A)$. The starting point of the proof is the following technical lemma.

Lemma 4.3.1 (Uniform integrability). If Assumption (A2) holds, then for any $\epsilon>0$ the variables $Y_{A}^{x}(\beta):=\tau_{A}^{x} e^{-\beta(\Theta(x, A)+\epsilon)}$ are uniformly integrable, i.e. there exists $\beta_{0}>0$ such that for any $\delta>0$ there exists $K \in(0, \infty)$ such that for any $\beta>\beta_{0}$

$$
\mathbb{E}\left(Y_{A}^{x}(\beta) \mathbb{1}_{\left\{Y_{A}^{x}(\beta)>K\right\}}\right)<\delta
$$

Proof. The proof is similar to that of [106, Corollary 3.5]. It suffices to have exponential control of the tail of the random variable $Y_{A}^{x}(\beta)$ for $\beta$ sufficiently large, i.e.

$$
\mathbb{P}\left(Y_{A}^{x}(\beta)>n\right)=\mathbb{P}\left(\tau_{A}^{x} e^{-\beta(\Theta(x, A)+\epsilon)}>n\right) \leq a^{n}
$$

with $a<1$. Assumption (A2) implies that $\Theta_{\max }(z, A) \leq \Theta(x, A)$ for every $z \in \mathcal{X} \backslash A$. Then, iteratively using the Markov property gives

$$
\begin{aligned}
\mathbb{P}\left(\tau_{A}^{x}>n e^{-\beta(\Theta(x, A)+\epsilon)}\right) & \leq\left(\sup _{z \notin A} \mathbb{P}\left(\tau_{A}^{z}>e^{\beta(\Theta(x, A)+\epsilon)}\right)\right)^{n} \\
& \leq\left(\sup _{z \notin A} \mathbb{P}\left(\tau_{A}^{z}>e^{\beta\left(\Theta_{\max }(z, A)+\epsilon\right)}\right)\right)^{n}
\end{aligned}
$$

and the conclusion follows from Proposition 4.2.15.
Proposition 4.2.15 implies that the random variable $Y_{A}^{x}(\beta):=\tau_{A}^{x} e^{-\beta(\Theta(x, A)+\epsilon)}$ converges to 0 in probability as $\beta \rightarrow \infty$. Lemma 4.3.1 guarantees that the sequence $\left(Y_{A}^{x}(\beta)\right)_{\beta \geq \beta_{0}}$ is also uniformly integrable and thus $\lim _{\beta \rightarrow \infty} \mathbb{E}\left|Y_{A}^{x}(\beta)\right|=$ 0 . Therefore, for any $\epsilon>0$ we have that for $\beta$ sufficiently large

$$
\mathbb{E} \tau_{A}^{x}<e^{\beta(\Theta(x, A)+\epsilon)}
$$

As far as the lower bound is concerned, for any $\epsilon>0$ Proposition 4.2.15 and the identity $\Theta(x, A)=\Theta_{\min }(x, A)$ yield

$$
\begin{aligned}
\mathbb{E} \tau_{A}^{x} & >e^{\beta(\Theta(x, A)-\epsilon / 2)} \mathbb{P}\left(\tau_{A}^{x}>e^{\beta(\Theta(x, A)-\epsilon / 2)}\right) \\
& \geq e^{\beta(\Theta(x, A)-\epsilon / 2)}\left(1-e^{-\kappa \beta}\right) \geq e^{\beta(\Theta(x, A)-\epsilon)}
\end{aligned}
$$

Since $\epsilon$ is arbitrary, the conclusion follows.

### 4.3.7 Proof of Theorem 4.2.19

As mentioned before, the strategy is to show that the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ satisfies the assumptions of [49, Theorem 2.3], which for completeness we reproduce here. For $R>0$ and $r \in(0,1)$, we say that the pair $(x, A)$ with $A \subset \mathcal{X}$ satisfies $\operatorname{Rec}(R, r)$ if

$$
\sup _{z \in \mathcal{X}} \mathbb{P}\left(\tau_{\{x, A\}}^{z}>R\right) \leq r
$$

The quantities $R$ and $r$ are called recurrence time and recurrence error, respectively.

Theorem 4.3.2. [49, Theorem 2.3] Consider a nonempty subset $A \subset \mathcal{X}$ and $x \notin A$ such that $\operatorname{Rec}(R(\beta), r(\beta))$ holds and
(i) $\lim _{\beta \rightarrow \infty} R(\beta) / \mathbb{E} \tau_{A}^{x}(\beta)=0$,
(ii) $\lim _{\beta \rightarrow \infty} r(\beta)=0$.

Then there exist two functions $k_{1}(\beta)$ and $k_{2}(\beta)$ with $\lim _{\beta \rightarrow \infty} k_{1}(\beta)=0$ and $\lim _{\beta \rightarrow \infty} k_{2}(\beta)=0$ such that for any $s>0$

$$
\begin{equation*}
\left|\mathbb{P}\left(\frac{\tau_{A}^{x}}{\mathbb{E} \tau_{A}^{x}}>s\right)-e^{-s}\right| \leq k_{1}(\beta) e^{-\left(1-k_{2}(\beta)\right) s} \tag{4.68}
\end{equation*}
$$

Since $\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\}))<\Theta(x, A)$ by assumption, we can take $\epsilon>0$ small enough such that $\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\}))+\epsilon<\Theta(x, A)$. Proposition 4.2.7 implies that there exists $\kappa>0$ such that for $\beta$ sufficiently large the pair $(x, A)$ satisfies $\operatorname{Rec}\left(e^{\beta \widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\}))+\varepsilon)}, e^{-\kappa \beta}\right)$, since

$$
\sup _{z \in \mathcal{X}} \mathbb{P}\left(\tau_{\{x, A\}}^{z}>e^{\beta(\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\}))+\epsilon)}\right) \leq e^{-e^{\kappa \beta}}
$$

Clearly $r(\beta)=e^{-e^{\kappa \beta}} \rightarrow 0$ as $\beta \rightarrow \infty$ and thus assumption (ii) holds. Assumption (i) is also satisfied, since

$$
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log R(\beta)=\widetilde{\Gamma}(\mathcal{X} \backslash(A \cup\{x\}))+\epsilon<\Theta(x, A)=\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{A}^{x}
$$

The conclusion of Theorem 4.2.19 then follows by applying Theorem 4.3.2.

### 4.3.8 Proof of Proposition 4.2.24

The two limits in (4.58) are an almost immediate consequence of [29, Theorem 5.1] and [109, Proposition 2.1]. Indeed, we just need to show that the critical depths $H_{2}$ and $H_{3}$ (see below for their definitions) that appear in these two results are equal to $\widetilde{\Gamma}(\mathcal{X} \backslash\{s\})$, for any $s \in \mathcal{X}^{s}$. The critical depth $H_{2}$ is equal
to $\widetilde{\Gamma}(\mathcal{X} \backslash\{s\})$ by definition, see [29]. Note that this quantity is well defined, since its value is independent of the choice of $s$, as stated in [29, Theorem 5.1]. This critical depth is also known in the literature as maximal internal resistance of the state space $\mathcal{X}$, see [106, Remark 4.4].

The definition of the critical depth $H_{3}$ is more involved and we need some further notation. Consider the two-dimensional Markov chain $\left\{\left(X_{t}, Y_{t}\right)\right\}_{t \geq 0}$, where $X_{t}$ and $Y_{t}$ are two independent Metropolis Markov chains on the same energy landscape $(\mathcal{X}, H, c)$ and indexed by the same inverse temperature $\beta$. In other words, $\left\{\left(X_{t}, Y_{t}\right)\right\}_{t \geq 0}$ is the Markov chain on $\mathcal{X} \times \mathcal{X}$ with transition probabilities $P_{\beta}^{\otimes 2}$ given by

$$
P_{\beta}^{\otimes 2}((x, y),(w, z))=P_{\beta}(x, w) P_{\beta}(y, z) \quad \forall(x, y),(w, z) \in \mathcal{X}^{2}
$$

The critical depth $H_{3}$ is then defined as

$$
H_{3}:=\widetilde{\Gamma}(\mathcal{X} \times \mathcal{X} \backslash D)
$$

where $D:=\{(x, x) \mid x \in \mathcal{X}\}$. Consider the null-cost graph on the set of stable states, i.e. the directed graph $(V, E)$ with vertex set $V=\mathcal{X}^{s}$ and edge set

$$
E=\left\{\left(s, s^{\prime}\right) \in \mathcal{X}^{s} \times \mathcal{X}^{s} \left\lvert\, \lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log P_{\beta}\left(s, s^{\prime}\right)=0\right.\right\}
$$

[29, Theorem 5.1] guarantees that $H_{2} \leq H_{3}$ and states that if the null-cost graph has an aperiodic component, then $H_{2}=H_{3}$. We claim that this condition is always satisfied by a Metropolis Markov chain with energy landscape $(\mathcal{X}, H, c)$ with a non-constant energy function $H$. It is enough to show that for any such a Markov chain there exists at least one stable state $s \in \mathcal{X}^{s}$ such that

$$
\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log P_{\beta}(s, s)=0
$$

The subset $\mathcal{X} \backslash \mathcal{X}^{s}$ is a non-empty set, since $H$ is non-constant. Since $q$ is irreducible, there exists a state $s \in \mathcal{X}^{s}$ and $x \in \mathcal{X} \backslash \mathcal{X}^{s}$ such that $c(s, x)>0$. Furthermore, we can choose $s \in \mathcal{X}^{s}$ and $x \in \mathcal{X} \backslash \mathcal{X}^{s}$ such that the difference $H(x)-H(s)$ is minimal. For this stable state $s$, the transition probability towards itself reads

$$
\begin{aligned}
P_{\beta}(s, s) & =1-\sum_{y \neq s} c(s, y) e^{-\beta(H(y)-H(s))^{+}} \\
& =1-\sum_{s^{\prime} \in \mathcal{X}^{s}, s^{\prime} \neq s} c\left(s, s^{\prime}\right)-\sum_{y \in \mathcal{X} \backslash \mathcal{X}^{s}} c(s, y) e^{-\beta(H(y)-H(s))^{+}} \\
& \geq 1-\sum_{s^{\prime} \in \mathcal{X}^{s}, s^{\prime} \neq s} c\left(s, s^{\prime}\right)-e^{-\beta(H(x)-H(s))^{+}} \sum_{y \in \mathcal{X} \backslash \mathcal{X}^{s}} c(s, y) \\
& \geq 1-\sum_{s^{\prime} \in \mathcal{X}^{s}, s^{\prime} \neq s} c\left(s, s^{\prime}\right)-e^{-\beta(H(x)-H(s))^{+}} .
\end{aligned}
$$

Since $q$ is a stochastic matrix, it follows that $1-\sum_{s^{\prime} \in \mathcal{X}} \mathcal{X}^{s}, s^{\prime} \neq s, s\left(s, s^{\prime}\right)>0$ independently of $\beta$ and thus

$$
\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log P_{\beta}(s, s)=0
$$

since for every $\epsilon>0$ there exists $\beta_{0}>0$ such that for every $\beta>\beta_{0}$

$$
P_{\beta}(s, s) \geq 1-\sum_{s^{\prime} \in \mathcal{X}^{s}, s^{\prime} \neq s} c\left(s, s^{\prime}\right)-e^{-\beta(H(x)-H(s))^{+}}>e^{-\beta \epsilon}
$$

Finally, the bounds (4.59) follow immediately from [65, Theorem 2.1], since the quantity $m$ which appears there is equal to $\widetilde{\Gamma}(\mathcal{X} \backslash\{s\})$ thanks to Lemma 4.2.6.

In this chapter we study the hard-core model on grid graphs with Metropolis dynamics, which is the discrete-time version of the saturated CSMA dynamics on grid networks described in 1.2.2. As observed in Chapter 1, these grid networks have two dominant states corresponding to the two chessboard patterns, which we denote by $\mathbf{e}$ and $\mathbf{o}$. The goal of this chapter is to understand the asymptotic behavior of the transition times between these two dominant states by studying the tunneling time $\tau_{\mathbf{0}}^{\mathbf{e}}$ of the particle system with hard-core interaction.

Using a novel powerful combinatorial method, we identify the minimum energy barrier between $\mathbf{e}$ and $\mathbf{o}$ and prove absence of deep cycles for this model, which allows us to decouple the asymptotics for the hitting time $\tau_{\mathbf{o}}^{\mathbf{e}}$ and the study of the critical configurations. Applying the model-independent results developed in Chapter 4, we then obtain bounds in probability for $\tau_{\mathbf{o}}^{\mathbf{e}}$ and find the order of magnitude of $\mathbb{E} \tau_{\mathbf{o}}^{\mathbf{e}}$ on a logarithmic scale, which depends both on the grid dimensions and on the chosen boundary conditions. In addition, our analysis of the energy landscape shows that the scaled hitting time $\tau_{\mathbf{o}}^{\mathbf{e}} / \mathbb{E} \tau_{\mathbf{0}}^{\mathbf{e}}$ is exponentially distributed in the low-temperature regime and yields the order of magnitude of the mixing time of the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$.

After a detailed model description in Section 5.1, we present the main results of this chapter in Section 5.2, which are then proved in Section 5.3. We remark that from this chapter onwards we will use the classical notation and terminology used in the statistical physics literature. In particular, we will talk about particles rather than nodes and we will refer to dominant states as stable states; see Section 1.3 where this correspondence is described in more detail.

### 5.1 MODEL DESCRIPTION

The hard-core model on finite graphs has already been introduced in Subsection 1.3.1. Recall that the spatial structure of the volume where particles interact is described by means of a finite undirected graph $G=(V, E)$, where the $N$ vertices represent the sites where particles reside and edges connect the pairs of sites where particles cannot reside simultaneously.

In Subsection 1.3.2 we described how the discrete-time evolution of this model fits in the framework of Metropolis Markov chains (see Chapter 4). Associating a variable $\sigma(v) \in\{0,1\}$ with each site $v \in V$, indicating the absence $(0)$ or the presence (1) of a particle in that site, the evolution of the particle system is described by the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ parametrized by
the inverse temperature $\beta$ corresponding to the following energy landscape $(\mathcal{X}, H, c)$. The state space $\mathcal{X} \subset\{0,1\}^{N}$ is the set of admissible configurations on $\Lambda$, i.e. the configurations $\sigma \in\{0,1\}^{N}$ such that $\sigma(v) \sigma(w)=0$ for every pair of neighboring sites $v, w$ in $G$. The energy $H(\sigma)$ of an admissible configuration $\sigma \in \mathcal{X}$ is proportional to the total number of particles,

$$
\begin{equation*}
H(\sigma):=-\sum_{v \in V} \sigma(v) \tag{5.1}
\end{equation*}
$$

The connectivity function $c: \mathcal{X} \times \mathcal{X} \rightarrow[0,1]$ allows only for single-site updates (possibly void): For any $\sigma, \sigma^{\prime} \in \mathcal{X}$,

$$
c\left(\sigma, \sigma^{\prime}\right):= \begin{cases}\frac{1}{N}, & \text { if }\left|\left\{v \in V \mid \sigma(v) \neq \sigma^{\prime}(v)\right\}\right|=1  \tag{5.2}\\ 0, & \text { if }\left|\left\{v \in V \mid \sigma(v) \neq \sigma^{\prime}(v)\right\}\right|>1 \\ 1-\sum_{\eta \neq \sigma} c(\sigma, \eta), & \text { if } \sigma=\sigma^{\prime} .\end{cases}
$$

The transition probabilities of the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ are uniquely determined by the inverse temperature $\beta$ and the above energy landscape and they are given by (4.1). As argued in Section 4.1, the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ is reversible with respect to the Gibbs measure (4.2). Thanks to the structure of the connectivity function $c$, the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ is aperiodic and irreducible on $\mathcal{X}$, and thus ergodic on $\mathcal{X}$ with stationary distribution $\mu_{\beta}$.

In this chapter we focus on the hard-core model on finite two-dimensional square lattices, to which we will simply refer to as grid graphs. More precisely, given two integers $K, L \geq 2$, we will take $G$ to be a $K \times L$ grid graph $\Lambda=\Lambda_{K, L}$ with three possible boundary conditions: Toroidal (periodic), cylindrical (semiperiodic) and open. We denote them by $\Lambda_{K, L}^{T}, \Lambda_{K, L}^{C}$ and $\Lambda_{K, L}^{O}$, respectively. Figure 2.2 in Chapter 2 shows an example of the three possible types of boundary conditions. As illustrated in Section 2.2, each of the grid graphs described above has vertex set $V=\{0, \ldots, L-1\} \times\{0, \ldots, K-1\}$ and thus $\Lambda$ has $N=K L$ sites in total. Every site $v \in V$ is described by its coordinates $\left(v_{1}, v_{2}\right)$ and is called even (odd) if the sum of its two coordinates is even (odd, respectively). We denote by $V_{e}$ and $V_{o}$ the collection of even sites and that of odd sites of $\Lambda$, respectively.

The open grid $\Lambda_{K, L}^{O}$ is naturally a bipartite graph, since all neighbors of an even site are odd sites and vice versa. In contrast, the cylindrical and toric grids may not be bipartite, so that we further assume that $K$ is an even integer for the cylindrical grid $\Lambda_{K, L}^{C}$ and that both $K$ and $L$ are even integers for the toric grid $\Lambda_{K, L}^{T}$. Since the bipartite structure is crucial for our methodology, we will tacitly work under these assumptions for the cylindrical and toric grids in the rest of the chapter. As a consequence, $\Lambda_{K, L}^{T}$ and $\Lambda_{K, L}^{C}$ are balanced bipartite graphs, i.e. $\left|V_{e}\right|=\left|V_{o}\right|$. The open grid $\Lambda_{K, L}^{O}$ has $\left|V_{e}\right|=\lceil K L / 2\rceil$ even sites and $\left|V_{o}\right|=\lfloor K L / 2\rfloor$ odd sites, hence it is a balanced bipartite graph if and only if the product $K L$ is even.

We denote by e (o) the configuration with a particle at each site in $V_{e}\left(V_{o}\right.$, respectively). More precisely,

$$
\mathbf{e}(v):=\left\{\begin{array}{ll}
1 & \text { if } v \in V_{e}, \\
0 & \text { if } v \in V_{o},
\end{array} \quad \text { and } \quad \mathbf{o}(v):= \begin{cases}0 & \text { if } v \in V_{e}, \\
1 & \text { if } v \in V_{o} .\end{cases}\right.
$$

Note that $\mathbf{e}$ and $\mathbf{o}$ are admissible configurations for any of our three choices of boundary conditions, and that, in view of (5.1), $H(\mathbf{e})=-\left|V_{e}\right|=-\lceil K L / 2\rceil$ and $H(\mathbf{o})=-\left|V_{0}\right|=-\lfloor K L / 2\rfloor$. In the special case where $\Lambda=\Lambda_{K, L}^{O}$ with $K L \equiv 1(\bmod 2), H(\mathbf{e})<H(\mathbf{o})$ and, as we will show in Section 5•3, $\mathcal{X}^{s}=\{\mathbf{e}\}$ and $\mathcal{X}^{m}=\{\mathbf{o}\}$. In all the other cases, we have $H(\mathbf{e})=H(\mathbf{o})$ and $\mathcal{X}^{s}=\{\mathbf{e}, \mathbf{o}\}$; see Section 5.3 for details.

### 5.2 ASYMPTOTIC BEHAVIOR OF TUNNELING TIMES AND MIXING TIMES

In this section we present our main results, which describe the asymptotic behavior of the hard-core model on grid graphs in the low-temperature regime.

The first main result of this chapter describes the asymptotic behavior of the tunneling time $\tau_{\mathbf{o}}^{\mathbf{e}}$ for any grid graph $\Lambda$ in the low-temperature regime $\beta \rightarrow \infty$. In particular, we prove the existence and find the value of an exponent $\Gamma(\Lambda)>0$ that gives asymptotic control in probability of the hitting time $\tau_{\mathbf{0}}^{\mathbf{e}}$ on a logarithmic scale as $\beta \rightarrow \infty$ and characterizes the asymptotic order of magnitude of the mean tunneling time $\mathbb{E} \tau_{\mathbf{0}}^{\mathbf{e}}$. We further show that the tunneling time $\tau_{\mathbf{o}}^{\mathbf{e}}$ normalized by its mean converges in distribution to an exponential unit-mean random variable.

Theorem 5.2.1 (Asymptotic behavior of the tunneling time $\tau_{\mathbf{o}}^{\mathbf{e}}$ ). Consider the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ corresponding to hard-core dynamics on a $K \times L$ grid graph $\Lambda$ as described in Section 5.1. There exists a constant $\Gamma(\Lambda)>0$ such that
(i) For every $\epsilon>0, \lim _{\beta \rightarrow \infty} \mathbb{P}\left(e^{\beta(\Gamma(\Lambda)-\epsilon)}<\tau_{\mathbf{o}}^{\mathbf{e}}<e^{\beta(\Gamma(\Lambda)+\epsilon)}\right)=1$;
(ii) $\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{\mathbf{o}}^{\mathbf{e}}=\Gamma(\Lambda)$;
(iii) $\frac{\tau_{\mathbf{o}}^{\mathbf{e}}}{\mathbb{E} \tau_{\mathbf{o}}^{\mathbf{e}}} \xrightarrow{d} \operatorname{Exp}(1), \quad$ as $\beta \rightarrow \infty$.

In the special case where $\Lambda=\Lambda_{K, L}^{O}$ with $K L \equiv 1(\bmod 2)$, statements (i), (ii), and (iii) hold also for the transition time $\tau_{\mathbf{e}}^{\mathbf{0}}$, but replacing $\Gamma(\Lambda)$ by $\Gamma(\Lambda)-1$.

Theorem 5.2.1 relies on the analysis of the energy landscape corresponding to the hard-core model on grid graphs, in combination with the results for hitting times presented in Chapter 4 in the general Metropolis Markov chains context. More precisely, in Section 5.3 we develop a powerful combinatorial approach that shows that Assumptions A (absence of deep cycles) and B are
satisfied by the hard-core model on a grid graph $\Lambda$. Similar combinatorial approaches will be used to analyze the hard-core model on triangular grid graphs in Chapter 6 and the Widom-Rowlison model on grid graphs in Chapter 7 . Our analysis yields the value of the energy barrier $\Gamma(\Lambda)$ between $\mathbf{e}$ and $\mathbf{o}$, which turns out to depend both on the grid size and on the chosen boundary conditions, as established by the next theorem.

Theorem 5.2.2 (The exponent $\Gamma(\Lambda)$ for grid graphs). Let $\Lambda$ be a $K \times L$ grid graph. Then the energy barrier $\Gamma(\Lambda)$ between $\mathbf{e}$ and $\mathbf{o}$ appearing in Theorem 5.2.1 takes the values

$$
\Gamma(\Lambda)= \begin{cases}\min \{K, L\}+1 & \text { if } \Lambda=\Lambda_{K, L}^{T} \text { and } K+L>4 \\ \min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}+1 & \text { if } \Lambda=\Lambda_{K, L^{\prime}}^{O} \\ \min \{K / 2, L\}+1 & \text { if } \Lambda=\Lambda_{K, L^{\prime}}^{C}\end{cases}
$$

The additional condition $K+L>4$ leaves out the $2 \times 2$ toric grid graph, which is a special case for which our proof method does not work. However, Theorem 5.2.1 holds also in this case, since effectively $\Lambda_{2,2}^{T}=\Lambda_{2,2}^{O}$.

The proof of Theorem 5.2.2 is presented in Section 5.3. The crucial proof idea is that along the transition from $\mathbf{e}$ to $\mathbf{o}$, there must be a critical configuration where for the first time an entire row or an entire column coincides with the target configuration $\mathbf{0}$. In such a critical configuration particles reside both in even and odd sites and, due to the hard-core constraints, an interface of empty sites should separate particles with different parities. By quantifying the "inefficiency" of this critical configuration we get the minimum energy barrier that has to be overcome for the transition from $\mathbf{e}$ to $\mathbf{o}$ to occur. The proof is then concluded by exhibiting a path that achieves this minimum energy and by exploiting the absence of other deep cycles in the energy landscape. By proving that the energy landscape corresponding to the hard-core model on grid graphs exhibits absence of deep cycles, the study of the hitting time $\tau_{\mathbf{o}}^{\mathbf{e}}$ is decoupled from an exact control of the typical paths from $\mathbf{e}$ to $\mathbf{o}$. For this reason, the study of the critical configurations and of the minimal gates along the transition from $\mathbf{e}$ to $\mathbf{o}$ is beyond the scope of this chapter and will be the focus of future work.

Besides appearing in the asymptotic results for the tunneling times in Theorem 5.2.1, the exponent $\Gamma(\Lambda)$ also characterizes the asymptotic order of magnitude of the mixing time $t_{\beta}^{\text {mix }}(\epsilon, \Lambda)$ and of the spectral gap $\rho_{\beta}(\Lambda)$ of the hard-core dynamics $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ on $\Lambda$ (see Subsection 4.2.8), as established by the next theorem.

Theorem 5.2.3 (Mixing time and spectral gap). For any grid graph $\Lambda$ and for any $0<\epsilon<1$,

$$
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log t_{\beta}^{\operatorname{mix}}(\epsilon, \Lambda)=\Gamma(\Lambda)=\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log \rho_{\beta}(\Lambda)
$$

Furthermore, there exist two positive constants $0<c_{1} \leq c_{2}<\infty$ independent of $\beta$ such that for every $\beta \geq 0$

$$
c_{1} e^{-\beta \Gamma(\Lambda)} \leq \rho_{\beta}(\Lambda) \leq c_{2} e^{-\beta \Gamma(\Lambda)}
$$

## $5 \cdot 3$ ENERGY LANDSCAPE ANALYSIS

This section is devoted to the analysis of the energy landscapes corresponding to the hard-core dynamics on the three different types of grid graphs presented in Section 5.1. Starting from geometrical and combinatorial properties of the admissible configurations, we prove some structural properties of the energy landscapes $\mathcal{X}_{\Lambda_{K, L}^{T}}, \mathcal{X}_{\Lambda_{K, L}^{O}}$ and $\mathcal{X}_{\Lambda_{K, L}^{C}}$. These results are precisely the model-dependent characteristics that are needed to exploit the general framework developed in Chapter 4 to obtain the main results presented in Section 5.2. These structural properties are stated in the next three theorems and the rest of this section is devoted to their proofs.
Theorem 5•3.1 (Structural properties of $\mathcal{X}_{\Lambda_{K, L}^{T}}$. Consider the energy landscape corresponding to the hard-core model on the $K \times L$ toric grid $\Lambda_{K, L}^{T}$. Then,
(i) $\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}) \leq \min \{K, L\}$,
(ii) $\Gamma(\mathbf{e},\{\mathbf{o}\})=\min \{K, L\}+1=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{o}\})$.

Theorem 5.3.1 implies that the conditions (4.50) and (4.55) (see Section 4.2) hold for the pair ( $\mathbf{e},\{\mathbf{o}\}$ ) in the energy landscape $\left(\mathcal{X}_{\Lambda_{K, L}^{T}}, H, c\right)$.

Hence Assumptions A and B are satisfied and the statements of Theorems 5.2.1 and 5.2.2 for a toric grid $\Lambda_{K, L}^{T}$ follow from Corollary 4.2.16 and Theorems 4.2.17 and 4.2.19, respectively.
Theorem 5.3.2 (Structural properties of $\mathcal{X}_{\Lambda_{K, L}^{O}}$ ). Consider the energy landscape corresponding to the hard-core model on the $K \times L$ open grid $\Lambda_{K, L}^{O}$. If $K L \equiv 0$ $(\bmod 2)$, then,
(i) $\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}) \leq \min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}$,
(ii) $\Gamma(\mathbf{e},\{\mathbf{o}\})=\min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}+1=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{o}\})$.

If instead $K L \equiv 1(\bmod 2)$, then,
(iii) $\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\})<\min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}$,
(iv) $\Gamma(\mathbf{e},\{\mathbf{o}\})=\min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}+1=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{o}\})$ and $\Gamma(\mathbf{o},\{\mathbf{e}\})=$ $\min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}\})$.

We remark that in the case $K L \equiv 1(\bmod 2)$ the inequality in (iii) is strict, while inequality in (i) is not, and this fact is crucial in order to conclude that o is the unique metastable state of the state space $\mathcal{X}_{\Lambda_{K, L}^{O}}$ when $K L \equiv 1(\bmod 2)$.

Using Theorem 5.3.2, we can check that the pair (e, $\{\mathbf{0}\})$ satisfies both Assumptions A and B (since both conditions (4.50) and (4.55) hold) and thus prove the asymptotic properties in Theorems 5.2.1 and 5.2.2 for the hitting times $\tau_{\mathbf{o}}^{\mathbf{e}}$ and $\tau_{\mathbf{e}}^{\mathbf{0}}$ in the case of an open grid $\Lambda_{K, L}^{O}$.

Theorem 5.3.3 (Structural properties of $\mathcal{X}_{\Lambda_{K, L}^{C}}$ ). Consider the energy landscape corresponding to the hard-core model on the $K \times L$ cylindrical grid $\Lambda_{K, L}^{C}$. Then,
(i) $\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}) \leq \min \{K / 2, L\}$,
(ii) $\Gamma(\mathbf{e},\{\mathbf{o}\})=\min \{K / 2, L\}+1=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{o}\})$.

Using Theorem 5.3.3, we can check that Assumptions A and B are satisfied by the pair ( $\mathbf{e},\{\mathbf{0}\}$ ), and then the statements of Theorems 5.2.1 and 5.2.2 for a cylindrical grid $\Lambda_{K, L}^{C}$ follow from Corollary 4.2.16 and Theorems 4.2.17 and 4.2.19.

The ideas behind the proofs of these three theorems are similar, but for clarity we present them separately in Subsections 5.3.2, 5.3.3 and 5.3.4.

Denote $\Gamma(\Lambda):=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}\})$, where $(\mathcal{X}, H, c)$ is the energy landscape corresponding to the hard-core model on the grid $\Lambda$. In the case $\Lambda=\Lambda_{K, L}^{O}$ with $K L \equiv 1(\bmod 2)$, Theorem 5.3.2 gives that $\Gamma(\Lambda)=\min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}$. In all the other cases by symmetry we have $\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}\})=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{o}\})$ and hence, from Theorems 5.3.1, 5.3.2 and 5.3.3 it then follows that

$$
\Gamma(\Lambda)= \begin{cases}\min \{K, L\}+1 & \text { if } \Lambda=\Lambda_{K, L^{\prime}}^{T} \\ \min \{\lceil K / 2\rceil,\lceil L / 2\rceil\}+1 & \text { if } \Lambda=\Lambda_{K, L}^{O} \text { and } K L \equiv 0 \quad(\bmod 2) \\ \min \{\lceil K / 2\rceil,\lceil L / 2\rceil\} & \text { if } \Lambda=\Lambda_{K, L}^{O} \text { and } K L \equiv 1 \quad(\bmod 2) \\ \min \{K / 2, L\}+1 & \text { if } \Lambda=\Lambda_{K, L}^{C}\end{cases}
$$

Lastly, the proof of Theorem 5.2.3 readily follows from the properties of the energy landscapes presented in Theorems 5.3.1, 5.3.2 and 5.3.3 and by applying Proposition 4.2.24.

### 5.3.1 Preliminaries

We next introduce some notation and definitions for grid graphs. Recall that $\Lambda$ is a $K \times L$ grid graph with $K, L \geq 2$ which has $N=K L$ sites in total. We define the energy wastage of a configuration $\sigma \in \mathcal{X}$ on the grid graph $\Lambda$ as the difference between its energy and the energy of the configuration $\mathbf{e}$, i.e.

$$
\begin{equation*}
U(\sigma):=H(\sigma)-H(\mathbf{e}) \tag{5.3}
\end{equation*}
$$

Since $H(\mathbf{e})=-\lceil N / 2\rceil$, we have that

$$
U(\sigma)=H(\sigma)+\lceil N / 2\rceil=\lceil N / 2\rceil-\sum_{v \in V} \sigma(v)
$$

Moreover, since $\mathbf{e}$ is a stable state, $U(\sigma) \geq 0$. The function $U: \mathcal{X} \rightarrow \mathbb{R}_{+} \cup$ $\{0\}$ is usually called virtual energy in the literature [29,38] and satisfies the following identity

$$
U(\sigma)=-\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mu_{\beta}(\sigma)
$$

where $\mu_{\beta}$ is the Gibbs measure (4.2) of the Markov chain $\left\{\{X(t)\}_{t \geq 0}\right\}_{t \in \mathbb{N}}$.
We denote by $c_{j}, j=0, \ldots, L-1$, the $j$-th column of $\Lambda$, i.e. the collection of sites whose horizontal coordinate is equal to $j$, and by $r_{i}, i=0, \ldots, K-1$, the $i$-th row of $\Lambda$, i.e. the collection of sites whose vertical coordinate is equal to $i$, see Figure 5.1. In particular, a vertex is identified by the coordinates $(j, i)$ if it lies at the intersection of row $r_{i}$ and column $c_{j}$. In addition, define the $i$-th horizontal stripe, with $i=1, \ldots,\lfloor K / 2\rfloor$, as

$$
S_{i}:=r_{2 i-2} \cup r_{2 i-1},
$$

and the $j$-th vertical stripe, with $j=1, \ldots,\lfloor L / 2\rfloor$ as

$$
C_{j}:=c_{2 j-2} \cup c_{2 j-1},
$$

as illustrated in Figure 5.1.


Figure 5.1: Illustration of row, column and stripe notation

An important feature of the energy wastage $U$ for grid graphs, is that it can be seen as the sum of the energy wastages on each row (or on each horizontal stripe). More precisely, let $U_{j}(\sigma)$ be the energy wastage of a configuration $\sigma \in \mathcal{X}$ in the $i$-th row, i.e.

$$
\begin{equation*}
U_{i}(\sigma):=\lceil L / 2\rceil-\sum_{v \in r_{i}} \sigma(v) . \tag{5.4}
\end{equation*}
$$

Similarly, let $U_{i}^{S}(\sigma)$ be the energy wastage of a configuration $\sigma \in \mathcal{X}$ on the $i$-th horizontal stripe, i.e.

$$
\begin{equation*}
U_{i}^{S}(\sigma):=L-\sum_{v \in S_{i}} \sigma(v)=U_{2 i-2}(\sigma)+U_{2 i-1}(\sigma) \tag{5.5}
\end{equation*}
$$

Then, we can rewrite the energy wastage of a configuration $\sigma \in \mathcal{X}$ as

$$
\begin{equation*}
U(\sigma)=\sum_{i=1}^{K} U_{i}(\sigma)=\sum_{i=1}^{\lceil K / 2\rceil} U_{i}^{S}(\sigma) . \tag{5.6}
\end{equation*}
$$

Given two configurations $\sigma, \sigma^{\prime} \in \mathcal{X}$ and a subset of sites $W \subset V$, we write

$$
\sigma_{\mid W}=\sigma_{\mid W}^{\prime} \quad \Longleftrightarrow \quad \sigma(v)=\sigma^{\prime}(v) \quad \forall v \in W .
$$

We say that a configuration $\sigma \in \mathcal{X}$ has a vertical odd (even) bridge if there exists a column in which configuration $\sigma$ perfectly agrees with $\mathbf{o}$ (respectively e), i.e. if there exists an index $0 \leq j \leq L-1$ such that

$$
\left.\sigma_{\mid c_{j}}=\mathbf{o}_{\mid c_{j}} \quad \text { (respectively } \sigma_{\mid c_{j}}=\mathbf{e}_{\mid c_{j}}\right)
$$

We define horizontal odd and even bridges in an analogous way and we say that a configuration $\sigma \in \mathcal{X}$ has an odd (even) cross if it has both vertical and horizontal odd (even) bridges.

We remark that the structure of the grid graph $\Lambda$ and the hard-core constraints prohibit the existence of two perpendicular bridges of different parity, e.g. a vertical odd bridge and a horizontal even bridge. Bridges and crosses are the geometric feature of the configurations which will be crucial in the following subsections to prove Theorems 5.3.1, 5.3.2 and 5.3.3.

### 5.3.2 Proofs for toric grids

This subsection is devoted to the proof of Theorem 5.3.1 valid for the toric $\operatorname{grid} \Lambda_{K, L}^{T}$. Without loss of generality, we assume henceforth that $K \leq L$, and that $K+L>4$, in view of the remark after Theorem 5.2.2. Recall that by construction of the toric grid $\Lambda$, both $K$ and $L$ are even integers. In the remainder of the section we will write $\mathcal{X}$ instead of $\mathcal{X}_{\Lambda_{K, L}^{T}}$ to keep the notation light.

We first introduce a reduction algorithm, which is used to construct a specific path in $\mathcal{X}$ from any given state in $\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}$ to the subset $\{\mathbf{e}, \mathbf{o}\}$ and to show that

$$
\begin{equation*}
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}) \leq K \tag{5.7}
\end{equation*}
$$

which proves Theorem 5.3.1(i). Afterwards, we show in Proposition 5.3.5 that

$$
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e}) \geq K+1
$$


(a) Horizontal odd bridge

(b) Two vertical odd bridges

(c) Odd cross

Figure 5.2: Examples of configurations on the $8 \times 8$ toric grid displaying odd bridges or crosses
by giving lower bounds on the energy wastage along every path $\mathbf{e} \rightarrow \mathbf{o}$. The reduction algorithm is then used again in Proposition 5.3.6 to build a reference path $\omega^{*}: \mathbf{e} \rightarrow \mathbf{o}$ which shows that the lower bound is sharp and hence

$$
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e})=K+1
$$

which, together with (5.7), proves Theorem 5•3.1(ii).
The starting point of the energy landscape analysis is a very simple observation: A configuration in $\mathcal{X}$ has zero energy wastage in a given row (column) if and only if it has an odd or even horizontal (vertical) bridge. The following lemma formalizes this property. We give the statement and the proof only for rows, since those for columns are analogous.

Lemma 5.3.4 (Equivalent characterization of bridges). For any $\sigma \in \mathcal{X}$ and any $i=0, \ldots, K-1$,

$$
U_{i}(\sigma)=0 \Longleftrightarrow \sigma_{\mid r_{i}}=\mathbf{e}_{\mid r_{i}} \quad \text { or } \quad \sigma_{\mid r_{i}}=\mathbf{o}_{\mid r_{i}}
$$

Proof. The $i$-th row of the toric grid graph $\Lambda$ is a cycle graph with $L / 2$ even sites and $L / 2$ odd sites. If $\sigma_{\mid r_{i}}=\mathbf{e}_{\mid r_{i}}$ or $\sigma_{\mid r_{i}}=\mathbf{o}_{\mid r_{i}}$, then trivially there are $L / 2$ occupied sites and hence $U_{i}(\sigma)=0$. Noticing that the configurations $\mathbf{e}_{\mid r_{i}}$ and $\mathbf{o}_{\mid r_{i}}$ in row $i$ correspond to the only two maximum independent sets of the cycle graph $r_{i}$ proves the converse implication.

## Reduction algorithm for toric grids

We now describe an iterative procedure that builds a path $\omega$ in $\mathcal{X}$ from a suitable initial configuration $\sigma$ (with specific properties, see below) to state o. We call it a reduction algorithm, because along the path it creates the even clusters are gradually reduced and they eventually disappear, since the final configuration is $\mathbf{0}$.

The algorithm requires that the initial configuration $\sigma$ is such that there are no particles in the even sites of the first vertical stripe $C_{1}$, i.e.

$$
\begin{equation*}
\sum_{v \in C_{1} \cap V_{e}} \sigma(v)=0 \tag{5.8}
\end{equation*}
$$

This technical assumption is required because the algorithm needs "some room" to start working, as will become clear later. The path $\omega$ is the concatenation of $L$ paths $\omega^{(1)}, \ldots, \omega^{(L)}$. For every $j$ along path $\omega^{(j)}$ the even sites of the $j+1$-th column are emptied, while the $j$-th column of $\sigma$ is progressively changed to agree with $\mathbf{o}$. We will show that all configurations visited by $\omega$ are admissible and that the maximum energy achieved along the path $\omega$ is $H(\sigma)+1$. More specifically, path $\omega^{(j)}$ goes from $\sigma_{j}$ to $\sigma_{j+1}$, where we set $\sigma_{1}=\sigma$ and recursively define for $j=1, \ldots, L$

$$
\sigma_{j+1}(v):= \begin{cases}\sigma_{j}(v) & \text { if } v \in V \backslash\left(c_{j} \cup c_{j+1}\right) \\ \mathbf{o}(v) & \text { if } v \in c_{j}, \\ \sigma_{j}(v) & \text { if } v \in c_{j+1} \cap V_{o} \\ 0 & \text { if } v \in c_{j+1} \cap V_{e}\end{cases}
$$

Clearly, due to the periodic boundary conditions, the column index should be taken modulo $L$. It can be checked that indeed $\sigma_{L+1}=\mathbf{o}$. We now describe in detail how to construct each of the paths $\omega^{(j)}$ for $j=1, \ldots, L$. We build a path $\omega^{(j)}=\left(\omega_{0}^{(j)}, \omega_{1}^{(j)}, \ldots, \omega_{K}^{(j)}\right)$ of length $K+1$ (but possibly with void moves), with $\omega_{0}^{(j)}=\sigma_{j}$ and $\omega_{K}^{(j)}=\sigma_{j+1}$. We start from configuration $\omega_{0}^{(j)}=\sigma_{j}$ and we repeat iteratively the following procedure for all $i=0, \ldots, K-1$ :

- If $i \equiv 0(\bmod 2)$, consider the even site $v=(j+1, i+(j+1(\bmod 2)))$.
- If $\omega_{i}^{(j)}(v)=0$, we set $\omega_{i+1}^{(j)}=\omega_{i}^{(j)}$ and thus $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)$.
- If $\omega_{i}^{(j)}(v)=1$, then we remove from configuration $\omega_{i}^{(j)}$ the particle in $v$ increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(j)}$, which is such that $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)+1$.
- If $i \equiv 1(\bmod 2)$, consider the odd site $v=(j, i-1+(j+1(\bmod 2)))$.
- If $\omega_{i}^{(j)}(v)=1$, we set $\omega_{i+1}^{(j)}=\omega_{i}^{(j)}$ and thus $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)$.
- If $\omega_{i}^{(j)}(v)=0$, then we add a particle in site $v$ obtaining in this way a new configuration $\omega_{i+1}^{(j)}$ with energy $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)-1$. This new configuration is admissible because all neighboring sites of $v$ are unoccupied by construction: In particular, the particle at its right (i.e. that at the site $v+(1,0)$ ) may have been removed exactly at the previous step.
Note that for the last path $\omega^{(L)}$ all the moves corresponding to even values of $i$ are void (there are no particles in the even sites of $c_{0}$ ). The way the paths $\omega^{(1)}, \ldots, \omega^{(L)}$ are constructed shows that for every $j=1, \ldots, L$,

$$
H\left(\sigma_{j+1}\right) \leq H\left(\sigma_{j}\right)
$$

since the number of particles added in (the odd sites of) column $c_{j}$ is greater than or equal to the number of particles removed in (the even sites of) column $c_{j+1}$. Moreover,

$$
\Phi_{\omega^{(j)}} \leq H\left(\sigma_{j}\right)+1
$$

since along the path $\omega^{(j)}$ every particle removal (if any) is always followed by a particle addition. These two properties imply that the path $\omega: \sigma \rightarrow \mathbf{0}$ created by concatenating $\omega^{(1)}, \ldots, \omega^{(L)}$ satisfies

$$
\Phi_{\omega} \leq H(\sigma)+1
$$

Proof of Theorem 5.3.1(i). It is enough to show that for every $\sigma \in \mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}$

$$
\Phi(\sigma, \mathbf{o})-H(\sigma) \leq K
$$

since inequality (5.7) then follows the equivalent characterization of $\widetilde{\Gamma}$ given in Lemma 4.2.6. To prove such an inequality, we have to exhibit for every $\sigma \in$ $\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}$ a path $\omega: \sigma \rightarrow \mathbf{o}$ in $\mathcal{X}$ such that $\Phi_{\omega}=\max _{\eta \in \omega} H(\eta) \leq H(\sigma)+K$. We construct such a path $\omega$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \sigma \rightarrow \sigma^{\prime}, \omega^{(2)}: \sigma^{\prime} \rightarrow \mathbf{o}$ and $\sigma^{\prime}$ is a suitable configuration which depends on $\sigma$ (see definition below).

Since $\sigma \neq \mathbf{e}$ by assumption, the configuration $\sigma$ must have a vertical stripe with strictly less than $K$ even occupied sites. Without loss of generality (modulo a cyclic rotation of column labels) we can assume that this vertical stripe is the first one, $C_{1}$, and we define

$$
\begin{equation*}
b:=\sum_{v \in C_{1} \cap V_{e}} \sigma(v) \leq K-1 . \tag{5.9}
\end{equation*}
$$

Define $\sigma^{\prime}$ as the configuration that differs from $\sigma$ only in the even sites of the first vertical stripe, i.e.

$$
\sigma^{\prime}(v):= \begin{cases}\sigma(v) & \text { if } v \in V \backslash\left(C_{1} \cap V_{e}\right) \\ 0 & \text { if } v \in C_{1} \cap V_{e}\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{b+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\sigma$ and $\omega_{b+1}^{(1)}=\sigma^{\prime}$ can be constructed as follows. For $i=1, \ldots, b$, in step $i$ we remove from configuration $\omega_{i}^{(1)}$ the first particle in $C_{1} \cap V_{e}$ in lexicographic order obtaining in this way configuration $\omega_{i+1}^{(1)}$, increasing the energy by 1 . Therefore, the configuration $\sigma^{\prime}$ is such that $H\left(\sigma^{\prime}\right)-H(\sigma)=b$ and

$$
\Phi_{\omega^{(1)}}=\max _{\eta \in \omega^{(1)}} H(\eta) \leq H(\sigma)+b
$$

The path $\omega^{(2)}: \sigma^{\prime} \rightarrow \mathbf{o}$ is then constructed by means of the reduction algorithm described earlier, choosing $\sigma^{\prime}$ as initial configuration and $\mathbf{o}$ as target configuration. The reduction algorithm guarantees that

$$
\Phi_{\omega^{(2)}}=\max _{\eta \in \omega^{(2)}} H(\eta) \leq H\left(\sigma^{\prime}\right)+1
$$

The concatenation of the two paths $\omega^{(1)}$ and $\omega^{(2)}$ gives a path $\omega: \sigma \rightarrow \mathbf{o}$ which satisfies the inequality $\Phi_{\omega} \leq H(\sigma)+b+1$, which, using (5.9), implies that

$$
\Phi(\sigma, \mathbf{o})-H(\sigma) \leq b+1 \leq K
$$

Proposition 5.3.5 (Lower bound for $\Phi(\mathbf{e}, \mathbf{o})$ ). Consider the $K \times L$ toric grid $\Lambda_{K, L}^{T}$ with $K \leq L$. The communication height between $\mathbf{e}$ and $\mathbf{o}$ in the corresponding energy landscape satisfies

$$
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e}) \geq K+1
$$

Proof. We need to show that in every path $\omega: \mathbf{e} \rightarrow \mathbf{o}$, there is at least one configuration with energy wastage greater than or equal to $K+1$. Take a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ from $\mathbf{e}$ to $\mathbf{o}$. Without loss of generality, we may assume that there are no void moves in $\omega$, i.e. at every step either a particle is added or a particle is removed, so that $H\left(\omega_{i+1}\right)=H\left(\omega_{i}\right) \pm 1$ for every $1 \leq i \leq$ $n-1$. Since $\mathbf{e}$ has no odd bridge and $\mathbf{o}$ does, at some point along the path $\omega$ there must be a configuration $\omega_{m^{*}}$ which is the first to display an odd bridge, horizontal or vertical, or both simultaneously. In symbols

$$
m^{*}:=\min \left\{m \leq n \mid \exists i:\left(\omega_{m}\right)_{\mid r_{i}}=\mathbf{o}_{\mid r_{i}} \quad \text { or } \quad \exists j:\left(\omega_{m}\right)_{\mid c_{j}}=\mathbf{o}_{\mid c_{j}}\right\}
$$

Clearly $m^{*}>2$. We claim that $U\left(\omega_{m^{*}-1}\right) \geq K+1$ or $U\left(\omega_{m^{*}-2}\right) \geq L+1$. We distinguish the following three cases:
(a) $\omega_{m^{*}}$ displays an odd vertical bridge only;
(b) $\omega_{m^{*}}$ displays an odd horizontal bridge only;
(c) $\omega_{m^{*}}$ displays an odd cross.

These three cases cover all the possibilities, since the addition of a single particle cannot create more than one bridge in each direction.

For case (a), we claim that the energy wastage of configuration $\omega_{m^{*}}$ on every row is greater than or equal to one. Suppose by contradiction that there exists a row $r$ such that $U^{r}(\sigma)=0$. Then, by Lemma 5.3.4, there should be a bridge in row $r$; however, it cannot be an odd bridge, since otherwise we would be in case (c), and it cannot be an even bridge either, because it cannot coexist with the odd vertical bridge that configuration $\omega_{m^{*}}$ has. Therefore,

$$
U\left(\omega_{m^{*}}\right)=\sum_{i=0}^{K-1} U^{r_{i}}\left(\omega_{m^{*}}\right) \geq K
$$

The previous configuration $\omega_{m^{*}-1}$ along the path $\omega$ differs from $\omega_{m^{*}}$ in a unique site $v^{*}$. By definition of $m^{*}, v^{*}$ is an odd site and such that $\omega_{m^{*}-1}\left(v^{*}\right)=$ 0 and $\omega_{m^{*}}\left(v^{*}\right)=1$. Thus,

$$
U\left(\omega_{m^{*}-1}\right)=U\left(\omega_{m^{*}-1}\right)+1 \geq K+1
$$

For case (b) we can argue as in case (a), but interchanging the role of rows and columns, and obtain that

$$
U\left(\omega_{m^{*}-1}\right) \geq L+1 \geq K+1
$$

For case (c), the vertical and horizontal odd bridges that $\omega_{m^{*}}$ has, must necessarily meet in the odd site $v^{*}$. Having an odd cross, $\omega_{m^{*}}$ cannot have any horizontal or vertical even bridge. Consider the previous configuration $\omega_{m^{*}-1}$ along the path $\omega$, which can be obtained from $\omega_{m^{*}}$ by removing the particle in $v^{*}$. From these considerations and from the definition of $m^{*}$ it follows that $\omega_{m^{*}-1}$ has no vertical bridge (neither odd or even) and thus, by Lemma 5.3.4, it has energy wastage at least one in every column, which amounts to

$$
U\left(\omega_{m^{*}-1}\right) \geq L
$$

If there is at least one column in which $\omega_{m^{*}-1}$ has energy wastage strictly greater than one, we get

$$
U\left(\omega_{m^{*}-1}\right) \geq L+1
$$

and the claim is proved. Consider now the other scenario, in which the configuration $\omega_{m^{*}-1}$ has energy wastage exactly one in every column, which means $U\left(\omega_{m^{*}-1}\right)=L$. Consider its predecessor in the path $\omega$, namely the configuration $\omega_{m^{*}-2}$. We claim that

$$
U\left(\omega_{m^{*}-2}\right)=L+1
$$

By construction, configuration $\omega_{m^{*}-2}$ must differ in exactly one site from $\omega_{m^{*}-1}$ and therefore

$$
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=L-1$. In this case the configuration $\omega_{m^{*}-2}$ must have a zero-energy-wastage column and by Lemma 5.3.4 it would be a vertical bridge. If it was an odd vertical bridge, the definition of $m^{*}$ would be violated. If it was an even vertical bridge, it would be impossible to obtain the odd horizontal bridge (which $\omega_{m^{*}}$ has) in just two single-site updates, since three is the minimum number of single-site updates needed. Therefore

$$
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)+1=L+1
$$

The next proposition shows that the lower bound in Proposition 5.3.5 is sharp and concludes the proof of Theorem 5.3.1(ii), in view of (5.7).

Proposition 5.3.6 (Reference path). There exists a path $\omega^{*}: \mathbf{e} \rightarrow \mathbf{o}$ in $\mathcal{X}$ such that

$$
\Phi_{\omega^{*}}-H(\mathbf{e})=K+1
$$

Proof. We construct such a path $\omega^{*}$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \mathbf{e} \rightarrow \sigma^{*}$ and $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{o}$, and prove that $\Phi_{\omega^{(1)}}=H\left(\sigma^{*}\right)=H(\sigma)+K$ and that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ are satisfied, so that $\Phi_{\omega^{*}}=\max _{\eta \in \omega^{*}} H(\eta)=H(\mathbf{e})+K+1$ as desired. The reason why $\omega$ is best described as the concatenation of two shorter paths is the following: The reduction algorithm cannot in general be started directly from $\mathbf{e}$ and the path $\omega^{(1)}$ indeed leads from $\mathbf{e}$ to $\sigma^{*}$, which is a suitable configuration to initialize the reduction algorithm. The configuration $\sigma^{*}$ differs from $\mathbf{e}$ only in the even sites of the first vertical stripe:

$$
\sigma^{*}(v):= \begin{cases}\mathbf{e}(v) & \text { if } v \in V \backslash C_{1} \\ 0 & \text { if } v \in C_{1}\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{K+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\mathbf{e}$ and $\omega_{K+1}^{(1)}=\sigma^{*}$ can be constructed as follows. For $i=1, \ldots, K$, at step $i$ we remove from configuration $\omega_{i}^{(1)}$ the first particle in $C_{1} \cap V_{e}$ in lexicographic order, increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(1)}$. Therefore the configuration $\sigma^{\prime}$ is such that $H\left(\sigma^{*}\right)-H(\mathbf{e})=K$ and $\Phi_{\omega^{(1)}}=H(\mathbf{e})+K$. The second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{o}$ is then constructed by means of the reduction algorithm, which can be used since the configuration $\sigma^{*}$ satisfies condition (5.8) and hence is a suitable initial configuration for the algorithm. The algorithm guarantees that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ and thus the conclusion follows.

### 5.3.3 Proofs for open grids

We now prove Theorem 5.3.2 for the open grid $\Lambda_{K, L}^{O}$. Also in this case, we assume without loss of generality that $K \leq L$. Recall that $K$ and $L$ are positive
integers, not necessarily even as in the previous subsection. In the remainder of the section we will write $\mathcal{X}$ instead of $\mathcal{X}_{\Lambda_{K, L}^{O}}$.

We first introduce a modification of the previous reduction algorithm tailored for open grids. The scope of this reduction algorithm is twofold. It is used first to build a specific path in $\mathcal{X}$ from any given state in $\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}$ to the subset $\{\mathbf{e}, \mathbf{o}\}$ and to prove that if $K L \equiv 0(\bmod 2)$, then

$$
\begin{equation*}
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}) \leq\lceil K / 2\rceil \tag{5.10}
\end{equation*}
$$

which is Theorem 5.3.2(i). The same argument also shows that if $K L \equiv 1$ $(\bmod 2)$, then

$$
\begin{equation*}
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\})<\lceil K / 2\rceil \tag{5.11}
\end{equation*}
$$

and also Theorem 5.3.2(iii) is proved. By giving a lower bound on the energy wastage along every path $\mathbf{e} \rightarrow \mathbf{0}$, we show in Proposition 5.3.8 that

$$
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e}) \geq\lceil K / 2\rceil+1
$$

Then, using again the reduction algorithm for open grids, we construct a reference path $\omega^{*}: \mathbf{e} \rightarrow \mathbf{o}$ which proves that the lower bound above is sharp and hence

$$
\begin{equation*}
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e})=\lceil K / 2\rceil+1 \tag{5.12}
\end{equation*}
$$

In the special case $K L \equiv 1(\bmod 2)$, since $\Phi(\mathbf{o}, \mathbf{e})=\Phi(\mathbf{e}, \mathbf{o})$ and $H(\mathbf{o})=$ $H(\mathbf{e})+1$, we can easily derive from the last equality that

$$
\begin{equation*}
\Phi(\mathbf{o}, \mathbf{e})-H(\mathbf{o})=\lceil K / 2\rceil . \tag{5.13}
\end{equation*}
$$

Lastly, we combine inequality (5.10) and equation (5.12) to obtain

$$
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{o}\})=\lceil K / 2\rceil+1,
$$

which concludes the proof of Theorem 5.3.2(ii). In the special case $K L \equiv 1$ (mod 2), inequality (5.11) and equation (5.13) prove Theorem 5.3.2(iv), since they yield that

$$
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}\})=\lceil K / 2\rceil .
$$

We need one additional definition: Say that a configuration in $\mathcal{X}$ displays an odd (even) vertical double bridge if there exists at least one vertical stripe $S_{i}$ in which configuration $\sigma$ perfectly agrees with $\mathbf{o}$ (respectively $\mathbf{e}$ ), i.e. if there exists an index $1 \leq j \leq\lfloor L / 2\rfloor$ such that

$$
\left.\sigma_{\mid C_{j}}=\mathbf{o}_{\mid C_{j}} \quad \text { (respectively } \sigma_{\mid C_{j}}=\mathbf{e}_{\mid C_{j}}\right)
$$

An odd (even) horizontal double bridge is defined analogously. The two types of double bridges are illustrated in Figure 5.3.

Observe that an admissible configuration on the open grid has zero energy wastage in a horizontal (vertical) stripe if and only if it has an odd or even horizontal (vertical) bridge in that stripe. The next lemma formalizes this property. We give the statement and the proof only for horizontal stripes, since those for vertical stripes are analogous. In the special case of an open grid where $K L \equiv 1(\bmod 2)$, the topmost row and the leftmost column need special treatment, since they do not belong to any stripe. The second part of the following lemma shows that an admissible configuration has zero energy wastage in that row/column if and only if they agree perfectly with e therein. Again we will state and prove the result for the topmost row, the result for the leftmost column is analogous.


Figure 5.3: Examples of configurations on the $8 \times 8$ open grid displaying an odd double bridge

Lemma 5.3.7 (Equivalent characterization of double bridges). Consider a configuration $\sigma \in \mathcal{X}$.
(i) For any $i=0, \ldots,\lfloor K / 2\rfloor-1$, the energy wastage $U_{i}^{S}(\sigma)$ in horizontal stripe $S_{i}$ satisfies

$$
U_{i}^{S}(\sigma)=0 \quad \Longleftrightarrow \quad \sigma_{\mid S_{i}}=\mathbf{e}_{\mid S_{i}} \quad \text { or } \quad \sigma_{\mid S_{i}}=\mathbf{o}_{\mid S_{i}}
$$

(ii) If additionally $K L \equiv 1(\bmod 2)$, then the energy wastage in the topmost row $U_{K-1}(\sigma)$ satisfies

$$
U_{K-1}(\sigma)=0 \quad \Longleftrightarrow \quad \sigma_{\mid r_{K-1}}=\mathbf{e}_{\mid r_{K-1}}
$$

Proof. We prove statement (i) first. Consider the $2 \times L$ grid graph induced by the horizontal stripe $S_{i}$ : It has $L$ even sites and $L$ odd sites. If $\sigma_{\mid S_{i}}=\mathbf{e}_{\mid S_{i}}$ or $\sigma_{\mid S_{i}}=\mathbf{o}_{\mid S_{i},}$, trivially $U_{i}^{S}(\sigma)=0$. Let us prove the converse implication. Denote by $e_{t}\left(e_{b}\right)$ the number of particles present in even sites in the top (bottom) row
of stripe $S_{i}$. Analogously, define $o_{t}\left(o_{b}\right)$ as the number of particles present in odd sites in the top (bottom) row of stripe $S_{i}$. We will show that:
(1) $U_{i}^{S}(\sigma)=0$ and $e_{t}+e_{b}=0 \Longleftrightarrow o_{t}+o_{b}=L$;
(2) $U_{i}^{S}(\sigma)=0$ and $e_{t}+e_{b}>0 \Longleftrightarrow o_{t}+o_{b}=L$.

The proofs of statement $(1)$ and of the implication $(2 \Leftarrow)$ are immediate. Thus we focus on the implication $(2 \Rightarrow)$.

Note that if $e_{t}+e_{b} \in[1, L-1]$ particles are present in even sites, then they block at least $e_{t}+e_{b}+1$ odd sites, which must then be unoccupied. Indeed in the top row each of the $e_{t}$ particles blocks the odd node at its right and in the bottom row each of the $e_{b}$ particles blocks the odd node at its left. In one of the two rows, say the top one, there is at least one even unoccupied site and consider the even site at its right where a particle resides. This particle blocks also the odd site at its left. Hence $o_{t}+o_{b} \leq L-\left(e_{t}+e_{b}+1\right)$, which gives $U_{i}^{S}(\sigma)=L-\left(e_{t}+e_{b}+o_{t}+o_{b}\right)>0$.

We now turn to the proof of statement (ii). The topmost row has $\frac{L+1}{2}$ even sites and $\frac{L-1}{2}$ odd sites. Denote by $e$ (respectively $o$ ) the number of particles present in even (respectively odd) sites in row $r_{K-1}$. The energy wastage of $\sigma$ on this row can be computed as $U_{K-1}(\sigma)=\frac{L+1}{2}-e-o$. Trivially, if $\sigma_{\mid r_{K-1}}=\mathbf{e}_{\mid r_{K-1}}$, then $e=\frac{L+1}{2}$ and thus $U_{K-1}(\sigma)=0$. Let us prove the opposite implication. Assume that $\sigma_{\mid r_{K-1}} \neq \mathbf{e}_{\left.\right|_{K-1}}$, i.e. $e<\frac{L+1}{2}$. If $e=0$, then $U_{K-1}(\sigma) \geq 1$, since $o \leq \frac{L-1}{2}$. If instead $e \in\left[1, \frac{L+1}{2}-1\right]$, then each particle residing in an even site blocks the odd site at its left, therefore $o \leq \frac{L-1}{2}-e$, which implies

$$
U_{K-1}(\sigma)=\frac{L+1}{2}-e-o \geq \frac{L+1}{2}-e-\left(\frac{L-1}{2}-e\right) \geq 1
$$

## Reduction algorithm for open grids

We now describe the reduction algorithm for open grids, which is a modification of the reduction algorithm for toric grids that builds a path $\omega$ in $\mathcal{X}$ from a given initial configuration $\sigma$ to either $\mathbf{o}$ or $\mathbf{e}$. The reduction algorithm for open grids takes two inputs instead of one: The initial configuration $\sigma$ and the target state which is either $\mathbf{o}$ or $\mathbf{e}$. This is the first crucial difference with the corresponding algorithm for toric grids, where the target configuration was always $\mathbf{o}$. In the following, we first assume that the target state is $\mathbf{o}$ and illustrate the procedure in this case. The necessary modifications when the target state is $\mathbf{e}$ are presented later.

The initial configuration $\sigma$ for the reduction algorithm must be such that there are no particles in the even sites of the first column $c_{0}$, i.e.

$$
\begin{equation*}
\sum_{v \in c_{0} \cap V_{e}} \sigma(v)=0 \tag{5.14}
\end{equation*}
$$

This condition ensures that the algorithm has enough "room" to work properly. Note that condition (5.14) is different from condition (5.8) for the reduction algorithm for toric grids, which requires instead that the even sites of both the first two columns $c_{0}$ and $c_{1}$ should be empty.

The path $\omega$ is the concatenation of $L$ paths $\omega^{(1)}, \ldots, \omega^{(L)}$. Path $\omega^{(j)}$ goes from $\sigma_{j}$ to $\sigma_{j+1}$, where we set $\sigma_{1}=\sigma$ and recursively define for $j=1, \ldots, L$

$$
\sigma_{j+1}(v)= \begin{cases}\sigma_{j}(v) & \text { if } v \in V \backslash\left(c_{j} \cup c_{j+1}\right) \\ \mathbf{o}(v) & \text { if } v \in c_{j} \\ \sigma_{j}(v) & \text { if } v \in c_{j+1} \cap V_{o} \\ 0 & \text { if } v \in c_{j+1} \cap V_{e}\end{cases}
$$

This procedure guarantees that $\sigma_{L+1}=\mathbf{o}$. The path $\omega^{(j)}$ for $j=1, \ldots, L$ is constructed exactly as the path $\omega^{(j)}$ for the reduction algorithm for toric grids. Since their construction is identical, every path $\omega^{(j)}$ enjoys the same properties as those of the original reduction algorithm, namely

$$
H\left(\sigma_{j+1}\right) \leq H\left(\sigma_{j}\right) \quad \text { and } \quad \Phi_{\omega^{(j)}} \leq H\left(\sigma_{j}\right)+1
$$

This means that the path $\omega: \sigma \rightarrow \mathbf{o}$ created by their concatenation satisfies

$$
\Phi_{\omega} \leq H(\sigma)+1
$$

In the scenario where the target state is $\mathbf{e}$, three modifications are needed. First the initial state $\sigma$ must be such that there are no particles in the odd sites of the first column $c_{0}$, i.e.

$$
\sum_{v \in c_{0} \cap V_{e}} \sigma(v)=0
$$

Secondly, the sequence of intermediate configurations $\sigma_{1}, \ldots, \sigma_{L+1}$ must be modified as follows: We set $\sigma_{1}=\sigma$ and recursively define for $j=1, \ldots, L$

$$
\sigma_{j+1}(v)= \begin{cases}\sigma_{j}(v) & \text { if } v \in V \backslash\left(c_{j} \cup c_{j+1}\right) \\ \mathbf{e}(v) & \text { if } v \in c_{j} \\ \sigma_{j}(v) & \text { if } v \in c_{j+1} \cap V_{e} \\ 0 & \text { if } v \in c_{j+1} \cap V_{o}\end{cases}
$$

Lastly, for step $i$ of path $\omega^{(j)}$, we need a different offset to select the site $v$, namely $v=(j, i+(j(\bmod 2)))$ when $i \equiv 0(\bmod 2)$ and $v=(j, i-1+(j$ $(\bmod 2)))$ when $i \equiv 1(\bmod 2)$. One can check that the resulting path $\omega$ : $\sigma \rightarrow \mathbf{e}$ satisfies the inequality

$$
\Phi_{\omega} \leq H(\sigma)+1
$$

Proof of Theorem 5.3.2(i). It is enough to prove that for every $\sigma \in \mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}$

$$
\Phi(\sigma,\{\mathbf{e}, \mathbf{o}\})-H(\sigma) \leq\lfloor K / 2\rfloor .
$$

Indeed, this claim, together with the equivalent characterization of $\widetilde{\Gamma}$ given in Lemma 4.2 .6 , proves simultaneously inequality $(5.10)$ when $K L \equiv 0(\bmod 2)$ and the strict inequality $(5.11)$ when $K L \equiv 1(\bmod 2)$, since in this case $\lfloor K / 2\rfloor<\lceil K / 2\rceil$. To prove such an inequality, we have to exhibit for every $\sigma \in \mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}$ a path $\omega: \sigma \rightarrow\{\mathbf{e}, \mathbf{o}\}$ in $\mathcal{X}$ such that $\Phi_{\omega}=\max _{\eta \in \omega} H(\eta) \leq$ $H(\sigma)+\lfloor K / 2\rfloor$.

Let $b$ be the number of particles present in configuration $\sigma$ in the odd sites of the leftmost column of $\Lambda$, i.e.

$$
b:=\sum_{v \in c_{0} \cap V_{0}} \sigma(v) .
$$

Every column in $\Lambda$ has $\lfloor K / 2\rfloor$ odd sites, and hence $0 \leq b \leq\lfloor K / 2\rfloor$. Differently from the proof of Theorem 5•3.1(i), here the value of $b$ determines how the path $\omega$ will be constructed. We distinguish two cases: (a) $b=\lfloor K / 2\rfloor$ and (b) $b<\lfloor K / 2\rfloor$.

Consider case (a) first and assume that $b=\lfloor K / 2\rfloor$. In this case, we construct a path $\omega: \sigma \rightarrow \mathbf{o}$ by means of the reduction algorithm for open grids, choosing as initial configuration $\sigma$ and as target configuration $\mathbf{o}$. The way this path is built guarantees that $\Phi_{\omega} \leq H(\sigma)+1$, which implies that

$$
\Phi(\sigma, \mathbf{o})-H(\sigma)=1 \leq\lfloor K / 2\rfloor
$$

Let us now focus on case (b) and assume that $b<\lfloor K / 2\rfloor$. In this case we create a path $\omega: \sigma \rightarrow \mathbf{e}$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \sigma \rightarrow \sigma^{\prime}, \omega^{(2)}: \sigma^{\prime} \rightarrow \mathbf{e}$ and $\sigma^{\prime}$ is a suitable configuration which depends on $\sigma$ (see definition below). The reason why $\omega$ is best described as concatenation of two shorter paths is the following: Since $b<\lfloor K / 2\rfloor$, the reduction algorithm can not be started directly from $\sigma$ and the path $\omega^{(1)}$ indeed leads from $\sigma$ to $\sigma^{\prime}$, which is a suitable configuration to initialize the reduction algorithm for open grids. The configuration $\sigma^{\prime}$ differs from $\sigma$ only in the odd sites of the first column, that is

$$
\sigma^{\prime}(v):= \begin{cases}\sigma(v) & \text { if } v \in V \backslash\left(c_{0} \cap V_{o}\right), \\ 0 & \text { if } v \in c_{0} \cap V_{o} .\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{b+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\sigma$ and $\omega_{b+1}^{(1)}=\sigma^{\prime}$, can be constructed as follows. For $i=1, \ldots, b$, at step $i$ we remove from configuration $\omega_{i}^{(1)}$ the topmost particle in $c_{0} \cap V_{o}$ increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(1)}$. Therefore the configuration $\sigma^{\prime}$ is such that $H\left(\sigma^{\prime}\right)-H(\sigma)=b$ and

$$
\Phi_{\omega^{(1)}}=\max _{\eta \in \omega^{(1)}} H(\eta) \leq H(\sigma)+b
$$

The path $\omega^{(2)}: \sigma^{\prime} \rightarrow \mathbf{e}$ is then constructed by means of the reduction algorithm for open grids described earlier, using $\sigma^{\prime}$ as initial configuration and $\mathbf{e}$ as target configuration. The reduction algorithm guarantees that

$$
\Phi_{\omega^{(2)}}=\max _{\eta \in \omega^{(2)}} H(\eta) \leq H\left(\sigma^{\prime}\right)+1
$$

The concatenation of the two paths $\omega^{(1)}$ and $\omega^{(2)}$ gives a path $\omega: \sigma \rightarrow \mathbf{e}$ which satisfies the inequality $\Phi_{\omega} \leq H(\sigma)+b+1$ and therefore

$$
\Phi(\sigma, \mathbf{e})-H(\sigma)=b+1 \leq\lfloor K / 2\rfloor .
$$

Proposition 5.3.8 (Lower bound for $\Phi(\mathbf{e}, \mathbf{o})$ ). Consider the $K \times L$ open grid $\Lambda_{K, L}^{O}$ with $K \leq L$. The communication height between $\mathbf{e}$ and $\mathbf{o}$ in the corresponding energy landscape satisfies

$$
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e}) \geq\lceil K / 2\rceil+1
$$

Proof. It is enough to show that in every path $\omega: \mathbf{e} \rightarrow \mathbf{o}$ there is at least one configuration with energy wastage greater than or equal to $\lceil K / 2\rceil+1$. Take a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ from $\mathbf{e}$ to $\mathbf{o}$. Without loss of generality, we may assume that there are no void moves in $\omega$, i.e. at every step either a particle is added or a particle is removed, so that $H\left(\omega_{i+1}\right)=H\left(\omega_{i}\right) \pm 1$ for every $1 \leq i \leq n-1$. Since e does not have an odd bridge while o does, at some point along the path $\omega$ there must be a configuration $\omega_{m^{*}}$ which is the first to display an odd bridge, horizontal or vertical, or both simultaneously. In symbols

$$
m^{*}:=\min \left\{m \leq n \mid \exists i:\left(\omega_{m}\right)_{\mid r_{i}}=\mathbf{o}_{\mid r_{i}} \quad \text { or } \quad \exists j:\left(\omega_{m}\right)_{\mid c_{j}}=\mathbf{o}_{\mid c_{j}}\right\}
$$

Clearly $m^{*}>2$. We claim that $U\left(\omega_{m^{*}-1}\right) \geq\lceil K / 2\rceil+1$ or $U\left(\omega_{m^{*}-2}\right) \geq\lceil L / 2\rceil+$ 1. We distinguish the following three cases:
(a) $\omega_{m^{*}}$ displays an odd vertical bridge only;
(b) $\omega_{m^{*}}$ displays an odd horizontal bridge only;
(c) $\omega_{m^{*}}$ displays an odd cross.

These three cases cover all possibilities, since the addition of a single particle cannot create more than one bridge in each direction. Let $v^{*} \in V$ be the unique site where configuration $\omega_{m^{*}-1}$ and $\omega_{m^{*}}$ differ.

For case (a), assume first that $v^{*}$ belong to the $i^{*}$-th horizontal stripe, i.e. $v^{*} \in$ $S_{i^{*}}$ for some $0 \leq i^{*} \leq\lfloor K / 2\rfloor-1$. By construction, $v^{*}$ must be an odd site and $\omega_{m^{*}-1}\left(v^{*}\right)=0$ and $\omega_{m^{*}}\left(v^{*}\right)=1$ and thus $U_{i^{*}}^{S}\left(\omega_{m^{*}-1}\right) \geq 1$. We claim that in fact

$$
U_{i^{*}}^{S}\left(\omega_{m^{*}-1}\right) \geq 2
$$

It is enough to show that $U_{i^{*}}^{S}\left(\omega_{m^{*}-1}\right) \neq 1$. Suppose by contradiction that $U_{i^{*}}^{S}\left(\omega_{m^{*}-1}\right)=1$, then it must be the case that $U_{i^{*}}^{S}\left(\omega_{m^{*}}\right)=0$, due the addition
of a particle in $v^{*}$, and by Lemma 5.3.7 the horizontal stripe $S_{i^{*}}$ must agree fully with $\mathbf{o}\left(\omega_{m^{*}} \neq \mathbf{e}\right.$, since it has a particle residing in $v^{*}$ which is an odd site). This fact would imply that $\omega_{m^{*}}$ has an odd horizontal bridge, which contradicts our assumption for case (a).

Assume instead that $K$ is odd and that $v^{*}$ does not belong to any horizontal stripe and belongs instead to the topmost row, i.e. $v^{*} \in r_{K-1}$. By construction, $v^{*}$ must be an odd site and $\omega_{m^{*}-1}\left(v^{*}\right)=0$ and $\omega_{m^{*}}\left(v^{*}\right)=1$ and thus $U_{K-1}\left(\omega_{m^{*}-1}\right) \geq 1$. We claim that in fact

$$
U_{K-1}\left(\omega_{m^{*}-1}\right) \geq 2
$$

It is enough to show that $U_{K-1}\left(\omega_{m^{*}-1}\right) \neq 1$. Suppose by contradiction that $U_{K-1}\left(\omega_{m^{*}-1}\right)=1$, then it must be $U_{K-1}\left(\omega_{m^{*}}\right)=0$, due to the addition of a particle in $v^{*}$. By Lemma 5.3.7 $\omega_{m^{*}}$ must agree fully with $\mathbf{e}$ on this topmost row, but this cannot be the case since $\omega_{m^{*}}$ has a particle residing in $v^{*}$ which is an odd site.

Moreover, we claim that the energy wastage in every horizontal stripe that does not contain site $v^{*}$ (and in the topmost row if $K L \equiv 1(\bmod 2)$ and $v^{*} \notin$ $r_{K-1}$ ) is also greater than or equal to 1 . Indeed, configuration $\omega_{m^{*}-1}$ cannot display any horizontal odd bridge (by definition of $i^{*}$ ) and neither a horizontal even bridge, since $\omega_{m^{*}-1}\left(v^{*}+(1,0)\right)=0$ and $\omega_{m^{*}-1}\left(v^{*}+(-1,0)\right)=0$. Therefore for every $i=1, \ldots,\lfloor K / 2\rfloor$ such that $v^{*} \notin S_{j}$ we have $\left(\omega_{m^{*}}\right)_{\mid S_{i}} \neq \mathbf{o}_{\mid S_{i}}, \mathbf{e}_{\mid S_{i}}$ and hence, by Lemma 5.3.7

$$
U_{i}^{S}\left(\omega_{m^{*}}\right) \geq 1
$$

If $K$ is odd, then the topmost row $r_{K-1}$ cannot be a horizontal odd bridge (our assumption would be violated) and neither a horizontal even bridge (it would be impossible to obtain the horizontal odd bridge which $\omega_{m^{*}}$ has in a single step, the minimum number of steps needed is two). Therefore, by Lemma 5.3.7,

$$
U_{K-1}\left(\omega_{m^{*}-1}\right) \geq 1
$$

There are three possible scenarios:

- K even: There are $K / 2-1$ horizontal stripes with positive energy wastage and $U_{i^{*}}^{S}\left(\omega_{m^{*}-1}\right) \geq 2$;
- $K$ odd and $v^{*} \notin r_{K-1}$ : There are $\lfloor K / 2\rfloor-2$ horizontal stripes with positive energy wastage, $U_{K-1}\left(\omega_{m^{*}-1}\right) \geq 1$ and $U_{i^{*}}^{S}\left(\omega_{m^{*}-1}\right) \geq 2$;
- $K$ odd and $v^{*} \in r_{K-1}$ : There are $\lfloor K / 2\rfloor-1$ horizontal stripes with positive energy wastage and $U_{K-1}\left(\omega_{m^{*}-1}\right) \geq 2$.

In all three scenarios, by summing the energy wastage of the horizontal stripes (and possibly that of the topmost row) we obtain

$$
U\left(\omega_{m^{*}-1}\right) \geq\lceil K / 2\rceil+1
$$

For case (b) we can argue in a similar way, but interchanging the roles of rows and columns, and obtain that

$$
U\left(\omega_{m^{*}-1}\right) \geq\lceil L / 2\rceil+1 \geq\lceil K / 2\rceil+1
$$

For case (c), the vertical and horizontal odd bridges that $\omega_{m^{*}}$ has, must necessarily meet in the odd site $v^{*}$. Having an odd cross, $\omega_{m^{*}}$ cannot display any horizontal or vertical even bridge. Consider the previous configuration $\omega_{m^{*}-1}$ along the path $\omega$, which can be obtained from $\omega_{m^{*}}$ by removing the particle in $v^{*}$. From these considerations and from the definition of $m^{*}$ it follows that $\omega_{m^{*}-1}$ has no vertical bridge (neither odd or even) and thus, by Lemma 5.3.7, it has energy wastage at least one in each of the $\lfloor L / 2\rfloor$ vertical stripes and possibly in the leftmost column, if $L$ is odd. In both cases, we have

$$
U\left(\omega_{m^{*}-1}\right) \geq\lceil L / 2\rceil
$$

If there is at least one column in which $\omega_{m^{*}-1}$ has energy wastage strictly greater than one, then the proof is concluded, since

$$
U\left(\omega_{m^{*}-1}\right) \geq\lceil L / 2\rceil+1 \geq\lceil K / 2\rceil+1 .
$$

Consider now the other scenario, in which the configuration $\omega_{m^{*}-1}$ has energy wastage exactly one in every vertical stripe (and possibly in the leftmost column, if $L$ is odd), which means $U\left(\omega_{m^{*}-1}\right)=\lceil L / 2\rceil$. Consider its predecessor in the path $\omega$, namely the configuration $\omega_{m^{*}-2}$. We claim that

$$
U\left(\omega_{m^{*}-2}\right)=\lceil L / 2\rceil+1
$$

Indeed, by construction, configuration $\omega_{m^{*}-2}$ must differ in exactly one site from $\omega_{m^{*}-1}$ and therefore

$$
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=\lceil L / 2\rceil-1$. In this case the configuration $\omega_{m^{*}-2}$ must have a zero-energy-wastage vertical stripe and by Lemma 5.3.7 it would be a vertical double bridge. If it was a vertical odd double bridge, the definition of $m^{*}$ would be violated. If it was an even vertical double bridge, it would be impossible to obtain the horizontal odd bridge (which $\omega_{m^{*}}$ has) in just two single-site updates, since three is the minimum number of single-site updates needed. Therefore

$$
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)+1=\lceil L / 2\rceil+1
$$

The lower bound for the communication height $\Phi(\mathbf{e}, \mathbf{o})$ we just proved is sharp, as established by the next proposition in which a reference path from $\mathbf{e}$ to $\mathbf{o}$ is constructed.

Proposition 5.3.9 (Reference path). There exists a path $\omega^{*}: \mathbf{e} \rightarrow \mathbf{o}$ in $\mathcal{X}$ such that

$$
\Phi_{\omega^{*}}-H(\mathbf{e})=\lceil K / 2\rceil+1
$$

Proof. We describe just briefly how the reference path $\omega^{*}$ is constructed, since it is very similar to the one given in the proof of Proposition 5.3.6. Also in this case, the path $\omega^{*}$ is the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \mathbf{e} \rightarrow \sigma^{*}$ and $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{o}$, where $\sigma^{*}$ is the configuration that differs from $\mathbf{e}$ only in the even sites of the leftmost column:

$$
\sigma^{*}(v):= \begin{cases}\mathbf{e}(v) & \text { if } v \in V \backslash c_{0} \\ 0 & \text { if } v \in c_{0}\end{cases}
$$

The path $\omega^{(1)}$ consists of $\lceil K / 2\rceil$ steps, at each of which we remove the first particle in $c_{0} \cap V_{e}$ in lexicographic order from the previous configuration. The last configuration is precisely $\sigma^{*}$, which has energy $H\left(\sigma^{*}\right)=H(\mathbf{e})+\lceil K / 2\rceil$, and, trivially, $\Phi_{\omega^{(1)}}=H(\mathbf{e})+\lceil K / 2\rceil$. The second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{o}$ is then constructed by means of the reduction algorithm, which can be used since configuration $\sigma^{*}$ is a suitable initial configuration for it, satisfying condition (5.14). The algorithm guarantees that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ and thus the concatenation of the two paths $\omega^{(1)}$ and $\omega^{(2)}$ yields a path $\omega^{*}$ with $\Phi_{\omega^{*}}=\max _{\eta \in \omega} H(\eta)=H(\mathbf{e})+\lceil K / 2\rceil+1$ as desired.

The statements (ii) and (iv) of Theorem 5.3.2 can then be easily obtained from Propositions 5.3.8 and 5.3.9, as illustrated at the beginning of Subsection 5.3.3.

### 5.3.4 Proofs for cylindrical grids

In this subsection we briefly describe how to proceed to prove Theorem 5.3.3. The cylindrical grid $\Lambda_{K, L}^{C}$ is a hybrid between the toric grid and the open grid, since the columns of $\Lambda_{K, L}^{C}$ have the same structure as the columns of the toric grid $\Lambda_{K, L}^{T}$, while the horizontal stripes of $\Lambda_{K, L}^{C}$ enjoy the same structural properties of those of the open grid $\Lambda_{K, L}^{O}$. Along the lines of Lemmas 5.3.4 and 5.3 .7 we can prove that the only columns with zero energy wastage are vertical bridges and the only horizontal stripes with zero energy wastage are horizontal double bridges.

In order to prove that

$$
\Phi(\mathbf{e}, \mathbf{o})-H(\mathbf{e}) \geq \min \{K / 2, L\}+1
$$

one can argue in a similar way as was done for the other two types of grids. Also for the cylindrical grid, in any path $\omega: \mathbf{e} \rightarrow \mathbf{o}$ there must be a configuration $\omega_{m^{*}}$ which is the first to display a horizontal odd bridge or a vertical odd bridge or both simultaneously, i.e.

$$
m^{*}:=\min \left\{m \leq n \mid \exists i:\left(\omega_{m}\right)_{\mid r_{i}}=\mathbf{o}_{\mid r_{i}} \quad \text { or } \quad \exists j:\left(\omega_{m}\right)_{\mid c_{j}}=\mathbf{o}_{\mid c_{j}}\right\}
$$

One can prove that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq \min \{K / 2, L\}+1
$$

We distinguish two cases, depending on whether $K / 2 \geq L$ or $K / 2<L$. In these two cases, the proof can be obtained by studying the energy wastage either in the columns or in the horizontal stripes, in the same spirit as for the toric and open grids in Subsections 5.3.2 and 5.3.3, respectively. Moreover, depending on whether $K / 2 \geq L$ or $K / 2<L$, we can take the reference path $\omega^{*}$ to be the same as in Subsections 5.3.2 and 5.3.3, respectively. Lastly, one can show that

$$
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{e}, \mathbf{o}\}) \leq \min \{K / 2, L\},
$$

by exploiting the approach in Subsection 5.3.2, if $K / 2 \geq L$, and the strategy adopted in Subsection 5.3.3, otherwise.

The goal of this chapter is to understand the evolution of the activity process described in Subsection 1.2.2 on finite triangular grid networks. This class of conflict graphs has been introduced in Section 2.2 as an example of symmetric partite graphs with three dominant states. Adopting the approach used in Chapter 5, we study the hard-core model on triangular grid graphs with Metropolis transition probabilities. The main results of this chapter describe the asymptotic behavior of the tunneling times between any pair of the three stables states in the low-temperature regime and characterize the order of magnitude of the mixing time in the same regime. The proof method relies on the analysis of the energy landscape using geometrical and combinatorial properties of the admissible configurations, in combination with modelindependent results from Chapter 4.

This chapter is structured as follows. Section 6.1 gives a model description of the hard-core model on triangular grid graphs. The main results of this chapter for tunneling times and mixing times are presented in Section 6.2 and proved later in Section 6.3.

### 6.1 MODEL DESCRIPTION

We consider the hard-core model on finite rectangular regions of a triangular lattice with periodic boundary conditions. More precisely, given two integers $K \geq 2$ and $L \geq 1$, we consider as conflict graph the $2 K \times 3 L$ triangular grid $\mathcal{T}_{K, L}$ which consists of $2 K$ rows and $6 L$ columns. The graph $\mathcal{T}_{K, L}=(V, E)$ is the subgraph of the triangular lattice consisting of $N=|V|=6 K L$ sites placed on $2 K$ rows of $3 L$ sites each (or equivalently on $6 L$ columns with $K$ sites each), see Figure 6.1a. We impose periodic (wrap-around) boundary conditions on $\mathcal{T}_{K, L}$ to preserve symmetry.

The graph $\mathcal{T}_{K, L}$ has a natural tri-partition $V=V_{a} \cup V_{b} \cup V_{c}$, which we illustrate in Figure 6.1b by coloring the three components in gray, black, and white, respectively. Thanks to the chosen dimensions of the triangular grid $\mathcal{T}_{K, L}$, these three components have the same number of sites

$$
\begin{equation*}
\left|V_{a}\right|=\left|V_{b}\right|=\left|V_{c}\right|=\frac{|V|}{3}=2 K L \tag{6.1}
\end{equation*}
$$

We associate a variable $\sigma(v) \in\{0,1\}$ with each site $v \in V$, indicating the absence (0) or the presence (1) of a particle in that site. In view of the hardcore constraints, a configuration of particles on $\mathcal{T}_{K, L}=(V, E)$ is admissible if $\sigma(v) \sigma(w)=0$ for every pair of neighboring sites $v, w$ of $\mathcal{T}_{K, L}$. We denote by


Figure 6.1: The triangular grid $\mathcal{T}_{K, L}$ corresponding to $K=3$ and $L=3$ and its three components
$\mathcal{X} \subset\{0,1\}^{N}$ the set of all admissible configurations on $\mathcal{T}_{K, L}$, which is in one-to-one correspondence with the collection of independent sets of the graph $\mathcal{T}_{K, L}$.

We are interested in studying the Metropolis dynamics for the hard-core model on triangular grid graphs, that is the family of Markov chains $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ on $\mathcal{X}$ parametrized by $\beta>0$ with transition probabilities

$$
P_{\beta}\left(\sigma, \sigma^{\prime}\right):= \begin{cases}c\left(\sigma, \sigma^{\prime}\right) e^{-\beta\left[H\left(\sigma^{\prime}\right)-H(\sigma)\right]^{+}}, & \text {if } \sigma \neq \sigma^{\prime} \\ 1-\sum_{\eta \neq \sigma} P_{\beta}(\sigma, \eta), & \text { if } \sigma=\sigma^{\prime}\end{cases}
$$

where the energy function $H: \mathcal{X} \rightarrow \mathbb{R}$ and the connectivity function $c$ : $\mathcal{X} \times \mathcal{X} \rightarrow[0,1]$ are the same as those defined in Chapter 5 for grid graphs,
see definitions (5.1) and (5.2), respectively. More precisely, the energy $H(\sigma)$ of a configuration $\sigma \in \mathcal{X}$ is proportional to the total number of particles in $\sigma$,

$$
\begin{equation*}
H(\sigma):=-\sum_{v \in V} \sigma(v) \tag{6.2}
\end{equation*}
$$

while the connectivity function is given by

$$
c\left(\sigma, \sigma^{\prime}\right):= \begin{cases}\frac{1}{N}, & \text { if }\left|\left\{v \in V \mid \sigma(v) \neq \sigma^{\prime}(v)\right\}\right|=1 \\ 0, & \text { if }\left|\left\{v \in V \mid \sigma(v) \neq \sigma^{\prime}(v)\right\}\right|>1 \\ 1-\sum_{\eta \neq \sigma} c(\sigma, \eta), & \text { if } \sigma=\sigma^{\prime} .\end{cases}
$$

Recall that the parameter $\beta$ is a positive number that represents the inverse temperature of the interacting particle system. We refer to Section 4.1 for more details and properties of Metropolis Markov chains.

Let $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ be the admissible configurations on $\mathcal{T}_{K, L}$ defined as

$$
\mathbf{a}(v):=\mathbb{1}_{\left\{v \in V_{a}\right\}}(v), \quad \mathbf{b}(v):=\mathbb{1}_{\left\{v \in V_{b}\right\}}(v), \quad \text { and } \quad \mathbf{c}(v):=\mathbb{1}_{\left\{v \in V_{c}\right\}}(v) .
$$

In view of (6.1) each of these three configurations has $2 K L$ particles and hence

$$
\begin{equation*}
H(\mathbf{a})=H(\mathbf{b})=H(\mathbf{c})=-2 K L \tag{6.3}
\end{equation*}
$$

Later we will show that all other admissible configurations on $\mathcal{T}_{K, L}$ have fewer particles, proving that $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ are the only three stable states of the energy landscape $(\mathcal{X}, H, c)$.

In the rest of the chapter, we adopt the following coloring conventions for displaying a configuration $\sigma \in \mathcal{X}$ : We put a node in site $v \in V$ if it is occupied, i.e. $\sigma(v)=1$, and we color it gray, black or white depending on whether the site $v$ belongs to $V_{a}, V_{b}, V_{c}$ respectively; if instead a site $v \in V$ is vacant, i.e. $\sigma(v)=0$, we do not display any node there. Figure 6.2 a displays an admissible configuration using this color convention.

There is an equivalent way to represent admissible configurations. First notice that each triangle can have at most one occupied particle in its three vertices, being a clique. We adopt the following coloring convention for triangles: If a triangle has a particle in one of its three vertices, we color it gray, black or with a dashed pattern, depending on whether such particle belongs to $V_{a}, V_{b}$ or $V_{c}$, respectively. Instead, we leave a triangle blank if none of its three vertices is occupied by a particle. Figure 6.2 b displays the coloring corresponding to the admissible configuration of Figure 6.2a. Hence, placing particles with hard-core constraints on a triangular grid graph corresponds to placing hexagons on the same lattice, with the rule that hexagons of different colors cannot share an edge. This is the reason why the hard-core model on the triangular lattice is often called hard-hexagon model in the statistical physics literature.


Figure 6.2: An example of an admissible configuration $\sigma$ on the triangular grid $\mathcal{T}_{3,3}$

In [61] the authors studied instead other local dynamics (Glauber dynamics) on triangular grid graphs, showing that the mixing time is slow for large values of the fugacity $\lambda$ (which is equivalent to the low-temperature regime in view of the relation $\lambda=e^{\beta}$ ), since it scales exponentially with the triangular grid graph dimensions. Furthermore, in the statistical physics literature the hard-hexagon model has been studied on the infinite triangular lattice in [5, 9, 64], investigating mainly its phase transitions.

### 6.2 ASYMPTOTIC BEHAVIOR OF TUNNELING TIMES AND MIXING TIMES

In this section we present our main results, which describe the asymptotic behavior of the hard-core model on triangular grid graphs in the low-temperature regime.

The first main result describes the asymptotic behavior of the tunneling times $\tau_{\mathbf{b}}^{\mathbf{a}}$ and $\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}$ for the triangular grid graph $\mathcal{T}_{K, L}$ in the low-temperature regime $\beta \rightarrow \infty$. More specifically, we prove the existence and find the value of an exponent $\Gamma\left(\mathcal{T}_{K, L}\right)>0$ that appears in the asymptotic upper and lower bounds in probability for these hitting times and characterizes the asymptotic
order-of-magnitude of their expected values as $\beta \rightarrow \infty$. Furthermore, we show that the tunneling times $\tau_{\mathbf{b}}^{\mathbf{a}}$ and $\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}$ normalized by their respective means converge in distribution to an exponential unit-mean random variable.

Theorem 6.2.1 (Asymptotic behavior of tunneling times for $\mathcal{T}_{K, L}$ ). Consider the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ corresponding to the hard-core dynamics on the triangular lattice $\mathcal{T}_{K, L}$ and define

$$
\begin{equation*}
\Gamma\left(\mathcal{T}_{K, L}\right):=\min \{K, 2 L\}+1 \tag{6.4}
\end{equation*}
$$

Then,
(i) $\lim _{\beta \rightarrow \infty} \mathbb{P}_{\beta}\left(e^{\beta\left(\Gamma\left(\mathcal{T}_{K, L}\right)-\epsilon\right)} \leq \tau_{\mathbf{b}}^{\mathbf{a}} \leq \tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}} \leq e^{\beta\left(\Gamma\left(\mathcal{T}_{K, L}\right)+\epsilon\right)}\right)=1$;
(ii) $\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}=\Gamma\left(\mathcal{T}_{K, L}\right)=\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}$;
(iii) $\frac{\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}}{\mathbb{E} \tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}} \xrightarrow{d} \operatorname{Exp}(1), \quad$ as $\beta \rightarrow \infty$;
(iv) $\frac{\tau_{\mathbf{b}}^{\mathbf{a}}}{\mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}} \xrightarrow{d} \operatorname{Exp}(1), \quad$ as $\beta \rightarrow \infty$.

The proof of this theorem leverages the model-independent results presented in Chapter 4 in combination with the analysis of the energy landscape corresponding to the hard-core model on the triangular grid $\mathcal{T}_{K, L}$, to which Section 6.3 is devoted.

The same analysis also yields the following result for the mixing time, which turns out to be asymptotically of the same order of magnitude as the tunneling time between stable states, as established by the next theorem, which is our second main result. Recall that $t_{\beta}^{\text {mix }}$ denotes the mixing time of the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ and $\rho_{\beta}$ denotes its spectral gap, see definitions (4.56) and (4.57).

Theorem 6.2.2 (Mixing time and spectral gap). Consider the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ corresponding to the hard-core dynamics on the triangular lattice $\mathcal{T}_{K, L}$ and define $\Gamma\left(\mathcal{T}_{K, L}\right)$ as in (6.4). Then, for any $0<\epsilon<1$,

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log t_{\beta}^{\mathrm{mix}}(\epsilon)=\Gamma\left(\mathcal{T}_{K, L}\right)=\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log \rho_{\beta} \tag{6.5}
\end{equation*}
$$

Furthermore, there exist two positive constants $0<c_{1} \leq c_{2}<\infty$ independent of $\beta$ such that

$$
\begin{equation*}
c_{1} e^{-\beta \Gamma\left(\mathcal{T}_{K, L}\right)} \leq \rho_{\beta} \leq c_{2} e^{-\beta \Gamma\left(\mathcal{T}_{K, L}\right)} \quad \forall \beta \geq 0 \tag{6.6}
\end{equation*}
$$

The proofs of both theorems are presented in Subsection 6.3.3.

### 6.3 ENERGY LANDSCAPE ANALYSIS

This section is devoted to the analysis of the energy landscape associated with the hard-core dynamics on the triangular grid graph $\mathcal{T}_{K, L}$. This analysis, combined with the model-independent results presented in Chapter 4, yields Theorems 6.2.1 and 6.2.2, as proved in Subsection 6.3.3.

Using an approach similar to the one used in Chapter 5 for grid graphs, we study geometrical features of the admissible configurations on triangular grid graphs and leverage them to prove crucial properties of the energy landscape, as stated in Theorem 6.3.1. More specifically, we will prove that $\mathbf{a}, \mathbf{b}$ and c are the only three stable states and find the value of the communication height between them, as a function of the dimensions $K$ and $L$. Furthermore, we will show by means of two reduction algorithms that the energy landscape corresponding the hard-core dynamics on $\mathcal{T}_{K, L}$ exhibits absence of deep cycles (see condition (4.50) in Chapter 4).

In the rest of this chapter, we use the some notions and notation introduced in Chapter 4. In particular, recall that the communication height between a pair of configurations $\sigma, \sigma^{\prime} \in \mathcal{X}$ has been defined as

$$
\begin{equation*}
\Phi\left(\sigma, \sigma^{\prime}\right):=\min _{\omega: \sigma \rightarrow \sigma^{\prime}} \Phi_{\omega}=\min _{\omega: \sigma \rightarrow \sigma^{\prime}} \max _{i=1, \ldots,|\omega|} H\left(\omega_{i}\right) \tag{6.7}
\end{equation*}
$$

while the communication height between any pair of disjoint subsets $A, B \subset$ $\mathcal{X}$ is

$$
\begin{equation*}
\Phi(A, B):=\min _{\sigma \in A, \sigma^{\prime} \in B} \Phi\left(\sigma, \sigma^{\prime}\right) \tag{6.8}
\end{equation*}
$$

Theorem 6.3.1 (Structural properties of the energy landscape). Let $(\mathcal{X}, H, q)$ be the energy landscape corresponding to the hard-core dynamics on the triangular grid graph $\mathcal{T}_{K, L}$. Then
(i) $\mathcal{X}^{s}=\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$.
(ii) $\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})=\Phi(\mathbf{a}, \mathbf{c})-H(\mathbf{a})=\Phi(\mathbf{b}, \mathbf{c})-H(\mathbf{b})=\min \{K, 2 L\}+1$.
(iii) $\Phi(\sigma,\{\mathbf{a}, \mathbf{b}, \mathbf{c}\})-H(\sigma) \leq \min \{K, 2 L\} \quad \forall \sigma \in \mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$.

This latter theorem motivates the definition (6.4) of $\Gamma\left(\mathcal{T}_{K, L}\right)$ in Theorem 6.2.1.
The rest of this section is devoted to the proof of Theorem 6.3.1 and we now briefly outline the proof strategy. In Subsection 6.3.1, after some preliminary definitions, we study the combinatorial properties of admissible configurations on horizontal and vertical stripes of the triangular grid $\mathcal{T}_{K, L}$, i.e. pairs of adjacent rows (triplets of adjacent columns, respectively). In particular, we find the maximum number of particles that an admissible configuration can have in a horizontal stripe and characterize in Lemma 6.3.3 how particles are arranged on such stripes. Theorem 6.3.1(i) is an almost immediate consequence of these combinatorial results. Afterwards, using geometrical proper-
ties of the admissible configurations, we prove Proposition 6.3.5, which gives the following lower bound for the communication height between $\mathbf{a}$ and $\mathbf{b}$ :

$$
\begin{equation*}
\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) \geq \min \{K, 2 L\}+1 \tag{6.9}
\end{equation*}
$$

We then introduce two reduction algorithms in Subsection 6.3.2, which are used in Proposition 6.3.6 to build a reference path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$. Such a path shows that the lower bound (6.9) is sharp, so that

$$
\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})=\min \{K, 2 L\}+1,
$$

concluding the proof of Theorem 6.3.1(ii). The reduction algorithm is then used again to construct a path from every configuration $\sigma \neq \mathbf{a}, \mathbf{b}, \mathbf{c}$ to one of the three states $\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$, proving in this way Theorem 6.3.1(iii).

### 6.3.1 Geometrical properties of admissible configurations

In this subsection we first introduce some useful definitions and then prove some geometrical and combinatorial properties of admissible configurations.

We denote by $c_{j}, j=0, \ldots, 6 L-1$, the $j$-th column of $\mathcal{T}_{K, L}$, and by $r_{i}, i=$ $0, \ldots, 2 K-1$, the $i$-th row of $\mathcal{T}_{K, L}$, see Figure 6.3.


Figure 6.3: Illustration of row, column and stripe notation for the triangular grid
Note that every row has an equal number of sites from each component, since

$$
\begin{equation*}
\left|r_{i} \cap V_{a}\right|=\left|r_{i} \cap V_{b}\right|=\left|r_{i} \cap V_{c}\right|=L \quad \forall i=0, \ldots, 2 K-1 \tag{6.10}
\end{equation*}
$$

while each column consists of sites from a single component, since

$$
\begin{equation*}
V_{a}=\bigcup_{j=0}^{L-1} c_{3 j}, \quad V_{b}=\bigcup_{j=0}^{L-1} c_{3 j+1}, \quad \text { and } \quad V_{c}=\bigcup_{j=0}^{L-1} c_{3 j+2} \tag{6.11}
\end{equation*}
$$

Each site $v$ of $\mathcal{T}_{K, L}$ lies at the intersection of a row with a column and we associate to $v$ the coordinates $(i, j)$ if $v=r_{i} \cap c_{j}$. We call the collection of sites belonging to two adjacent rows a horizontal stripe. In particular, we denote by $S_{i}$, with $i=0, \ldots, K-1$, the horizontal stripe consisting of rows $r_{2 i}$ and $r_{2 i+1}$, i.e. $S_{i}:=r_{2 i} \cup r_{2 i+1}$, see Figure 6.3. When the index of a stripe is not relevant, we will simply denote it by $S$. We define a vertical stripe to be the collection of sites belonging to three adjacent columns, which we denote by $C$ in general. In particular, for $j=0, \ldots, 3 L-1$ we denote by $C_{j}$ the vertical stripe consisting of columns $c_{j}, c_{j+1}$ and $c_{j+2}$ (note that the indices should be taken modulo $3 L$ ), see Figure 6.3. For every horizontal stripe $S$ note that $|S|=6 L$ and (6.10) implies that

$$
\left|S \cap V_{a}\right|=\left|S \cap V_{b}\right|=\left|S \cap V_{c}\right|=2 L
$$

see also Figure 6.4 a where we highlight the tripartition of a horizontal stripe. Similarly, for every vertical stripe $C$, we have $|C|=3 K$ and, in view of (6.11), we have

$$
\left|C \cap V_{a}\right|=\left|C \cap V_{b}\right|=\left|C \cap V_{c}\right|=K .
$$

A special role will be played by the vertical stripes whose middle column belongs to $V_{b}$, which are those of the form $C_{3 j}$ for some $j=0, \ldots, 2 L-1$, whose structure is displayed in Figures 6.4b and 6.4c.

(a) A horizontal stripe $S_{i}$ of $\mathcal{T}_{K, 3}$

(b) A vertical stripe $C_{3 j}$ of $\mathcal{T}_{4, L}$ for $j$ even

(c) A vertical stripe $C_{3 j}$ of $\mathcal{T}_{4, L}$ for $j$ odd

Figure 6.4: Illustration of horizontal and vertical stripes

Given a feasible configuration $\sigma \in \mathcal{X}$, we define its energy wastage $U(\sigma)$ as the energy difference between $\sigma$ and configuration a, i.e.

$$
\begin{equation*}
U(\sigma):=H(\sigma)-H(\mathbf{a}) \tag{6.12}
\end{equation*}
$$

In view of the definition (6.2) of the energy function $H(\cdot)$ and identity (6.3), the energy wastage of configuration $\sigma$ can be rewritten as

$$
U(\sigma)=2 K L-\sum_{v \in V} \sigma(v)
$$

Furthermore, we define the energy wastage of a configuration $\sigma \in \mathcal{X}$ on the horizontal stripe $S$ by

$$
\begin{equation*}
U^{S}(\sigma):=2 L-\sum_{v \in S} \sigma(v) \tag{6.13}
\end{equation*}
$$

and the energy wastage of a configuration $\sigma \in \mathcal{X}$ on the vertical stripe $C$ by

$$
U^{C}(\sigma):=K-\sum_{v \in C} \sigma(v)
$$

The energy wastage (6.12) of a configuration $\sigma$ can be written as the sum of the energy wastages of horizontal stripes (or of non-overlapping vertical stripes), i.e.

$$
\begin{equation*}
U(\sigma)=\sum_{i=0}^{K-1} U^{S_{i}}(\sigma)=\sum_{j=0}^{2 L-1} U^{C_{3 j}}(\sigma)=\sum_{j=0}^{2 L-1} U^{C_{3 j+1}}(\sigma)=\sum_{j=0}^{2 L-1} U^{C_{3 j+2}}(\sigma) \tag{6.14}
\end{equation*}
$$

Given two configurations $\sigma, \sigma^{\prime} \in \mathcal{X}$ and a subset of sites $W \subseteq V$, we write

$$
\sigma_{\mid W}=\sigma_{\mid W}^{\prime} \quad \Longleftrightarrow \quad \sigma(v)=\sigma^{\prime}(v) \quad \forall v \in W
$$

We say that a configuration $\sigma \in \mathcal{X}$ has a gray (black, white) horizontal bridge in stripe $S$ if $\sigma$ perfectly agrees there with a (respectively $\mathbf{b}, \mathbf{c}$ ), i.e.

$$
\sigma_{\mid S}=\mathbf{a}_{\mid S} \quad\left(\text { respectively } \sigma_{\mid S}=\mathbf{b}_{\mid S} \text { or } \sigma_{\mid S}=\mathbf{c}_{\mid S}\right)
$$

Similarly, we say that a configuration $\sigma \in \mathcal{X}$ has a gray (black, white) vertical bridge in stripe $C$ if $\sigma$ perfectly agrees there with a (respectively $\mathbf{b}, \mathbf{c}$ ), i.e.

$$
\sigma_{\mid C}=\mathbf{a}_{\mid C} \quad\left(\text { respectively } \sigma_{\mid C}=\mathbf{b}_{\mid C} \text { or } \sigma_{\mid C}=\mathbf{c}_{\mid C}\right)
$$

Two examples of bridges are shown in Figures 6.5a and 6.5b.
Lemma 6.3.2 (Geometric features of admissible configurations). An admissible configuration $\sigma \in \mathcal{X}$ cannot display simultaneously a vertical bridge and a horizontal bridge of different colors.

Proof. We may assume that the vertical bridge is black, without loss of generality. Such a vertical bridge blocks two sites on every row, one belonging to $V_{a}$ and one to $V_{c}$ and thus no horizontal stripe can fully agree with a or c.

It is possible, however, that a vertical and a horizontal bridge coexist when they are of the same color and this fact motivates the next definition. We say that a configuration $\sigma \in \mathcal{X}$ has a gray (black, white) cross if it has simultaneously two gray (black, white) bridges, one vertical and one horizontal; see Figure 6.5 c for an example of a black cross.


Figure 6.5: Examples of admissible configurations on $\mathcal{T}_{3,3}$ displaying bridges or crosses

Lemma 6.3.3 (Efficient horizontal stripes structure). Consider an admissible configuration $\sigma \in \mathcal{X}$ on the triangular grid graph $\mathcal{T}_{K, L}$. For every horizontal stripe $S$, the energy wastage is non-negative, i.e. $U^{S}(\sigma) \geq 0$, and furthermore

$$
\begin{equation*}
U^{S}(\sigma)=0 \Longleftrightarrow \sigma \text { has a horizontal bridge in stripe } S \tag{6.15}
\end{equation*}
$$

Proof. We first prove that the energy wastage $U^{S}(\sigma) \geq 0$ and later prove (6.15).
Suppose by contradiction that there exists an admissible configuration $\sigma$ and a horizontal stripe $S=r \cup r^{\prime}$ such that $U^{S}(\sigma)<0$. Let $p$ and $p^{\prime}$ the number of particles that $\sigma$ has in rows $r$ and $r^{\prime}$, respectively. By definition (6.13), this implies that $\sigma$ has at least $2 L+1$ particles in stripe $S$, which means that one of the two rows of $S$, say $r$, must have at least $L+1$ particles, i.e. $p \geq L+1$. Due to the structure of a horizontal stripe, each particle on $r$ blocks two sites in row $r^{\prime}$ and no site in row $r^{\prime}$ is blocked simultaneously by two particles in row $r$, since to do so such particles should reside in adjacent sites. Hence, there are at least $2 p$ blocked sites, so that in row $r^{\prime}$ there can be at most $3 L-2 p$ particles. In view of the assumption $p \geq L+1$, this means that there are at most $p+(3 L-2 p)=3 L-p \leq 2 L-1$ particles in stripe $S$, and thus $U^{S}(\sigma)>0$, which is a contradiction.

Let us turn to the characterization (6.15) of the stripes with energy wastage equal to zero. If $\sigma$ displays a bridge in a horizontal stripe $S$, then by definition $\sigma_{\mid S}=\mathbf{a}_{\mid S}$ or $\sigma_{\mid S}=\mathbf{b}_{\mid S}$ or $\sigma_{\mid S}=\mathbf{c}_{\mid S}$. In all three cases, we have $\sum_{v \in S} \sigma(v)=2 L$ and thus $U^{S}(\sigma)=2 L-\sum_{v \in S} \sigma(v)=0$.


Figure 6.6: Equivalent representation of an admissible configuration in a horizontal stripe of $\mathcal{T}_{m, 4}$

For the converse implication, we leverage the equivalent representation of an admissible configuration as hard hexagon introduced at the end of Section 6.1. Note that in a horizontal stripe, we see only half of any hexagon: This means that any particle blocks exactly 3 triangles on that stripe. We distinguish between blocked and free triangles and color the blocked triangles according to which particle blocks them. Denote by $b(S)$ the number of blocked triangles in stripe $S$ and by $f(S)$ the number of free triangles on the same stripe. Since the total number of triangles of stripe $S$ is $6 L$, we have
$b(S)+f(S)=6 L$. Furthermore, as argued before, every particle blocks exactly 3 triangles on that stripe, i.e. $b(S)=3 \sum_{v \in S} \sigma(v)$. Therefore,

$$
\begin{equation*}
f(S)=6 L-b(S)=3\left(2 L-\sum_{v \in S} \sigma(v)\right)=3 \cdot U^{S}(\sigma) \tag{6.16}
\end{equation*}
$$

Suppose now by contradiction that $\sigma$ does not have a horizontal bridge in stripe $S$. If $\sigma$ has only particles of the same color on $S$, then the number of particles must be strictly less than $2 L$ and thus $U^{S}(\sigma)>0$. If instead $\sigma$ has at least a pair of particles belonging to different components, then there exist blocked triangles of different colors. The hard-hexagon representation implies that two blocked triangles of different color cannot be adjacent, so there must be at least one free triangle separating them, i.e. $f(S)>0$, which implies that $U^{S}(\sigma)>0$ in view of (6.16).

Proof of Theorem 6.3.1 (i). Lemma 6.3.3 guarantees that $U^{S}(\sigma) \geq 0$ on every horizontal stripe $S$. By definition (6.13), this means that on every horizontal stripe there can be at most $2 L$ particles. Hence

$$
\max _{\sigma \in \mathcal{X}} \sum_{v \in V} \sigma(v) \leq 2 K L .
$$

Configurations $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ have precisely $2 K L$ particles each, in view of (6.1). Suppose by contradiction that there exists another configuration $\sigma \in \mathcal{X} \backslash$ $\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$ that has $2 K L$ particles. By definitions (6.12) and (6.13) such configuration should be such that $U^{S_{i}}(\sigma)=0$ on every horizontal stripe $S_{i}$, $i=0, \ldots, K-1$. By Lemma 6.3.3 configuration $\sigma$ then has a horizontal bridge in each of these $K$ stripes. Since two horizontal bridges of different colors cannot reside in adjacent stripes, it follows that all $K$ bridges should be monochromatic and thus $\sigma \in\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$, which is a contradiction.

In order to prove Theorem 6.3.1(ii), we need the following lemma for vertical stripes, which is a complementary result of Lemma 6.3.3 characterizing the structure of vertical stripes with zero energy wastage.

Lemma 6.3.4 (Efficient vertical stripes structure). Consider an admissible configuration $\sigma \in \mathcal{X}$ on the triangular grid graph $\mathcal{T}_{K, L}$. For every vertical stripe $C$ of the form $C=C_{3 j}$, the energy wastage is non-negative, i.e. $U^{C}(\sigma) \geq 0$. Furthermore, if $\sigma$ has at least one black particle on $C$, then

$$
\begin{equation*}
U^{C}(\sigma)=0 \quad \Longleftrightarrow \quad \sigma \text { has a black vertical bridge in stripe } C . \tag{6.17}
\end{equation*}
$$

Proof. Consider a vertical stripe $C$ of the form $C_{3 j}$, whose middle column is a subset of $V_{b}$. We first prove that the energy wastage $U^{C}(\sigma) \geq 0$ and later prove (6.17). Observe that, due to the structure of the vertical stripe $C$, an admissible configuration cannot have more than one particle in every row in $C$ and, moreover, it cannot have particles residing in adjacent rows in $C$. From
these two observations, it follows that there are no admissible configurations with $K+1$ or more particles on the vertical stripe $C$ and thus $U^{C}(\sigma) \geq 0$.

If $\sigma$ displays a vertical black bridge in vertical stripe $C$, then by definition $\sigma_{\mid C}=\mathbf{b}_{\mid C}$ and thus trivially $U^{C}(\sigma)=2 L-\sum_{v \in C} \sigma(v)=0$. Similarly to what we have done in the proof of Lemma 6.3.3, we prove the converse implication using the equivalent representation of an admissible configuration as hard hexagons mentioned in Section 6.1. Note that in a vertical stripe, we see only part of these hexagons; in particular, any particle blocks exactly 2 triangles on that stripe, as illustrated in Figure 6.7. We distinguish between blocked and free triangles and color the blocked triangles according to which particle blocks them. A key observation is that in such a vertical stripe, dashed and gray triangles can be adjacent to each other, as shown in Figure 6.7, but a black triangle cannot be adjacent to a triangle of different color. Denote by $b(C)$ the number of blocked triangles in stripe $C$ and by $f(C)$ the number of free triangles on the same stripe. Since the total number of triangles in stripe $C$ is $2 K$, we have $b(C)+f(C)=2 K$. Furthermore, since every particle blocks exactly 2 triangles on that vertical stripe, we have $b(C)=2 \sum_{v \in C} \sigma(v)$. Therefore,

$$
\begin{equation*}
f(C)=2 K-b(C)=2\left(K-\sum_{v \in C} \sigma(v)\right)=2 \cdot U^{C}(\sigma) \tag{6.18}
\end{equation*}
$$

Suppose by contradiction that $\sigma$ does not have a vertical black bridge in stripe $C$. If $\sigma$ has only black particles on $C$, then the number of black particles must


Figure 6.7: Equivalent representation of an admissible configuration in a vertical stripe of $\mathcal{T}_{5, L}$
be strictly less than $2 K$ and thus $U^{C}(\sigma)>0$. Instead, if $\sigma$ has also at least one non-black particle in stripe $C$, then such particle blocks two triangles, which will then be non-black. Such triangles cannot be adjacent to the two black ones which exist by assumption, so there exists at least one free triangle separating them, i.e. $f(C)>0$, which implies that $U^{C}(\sigma)>0$ in view of (6.18).

We are now ready to state and prove the lower bound on the communication height between any pair of stable states.

Proposition 6.3.5 (Lower bound on the communication height between a and b). Consider the triangular grid graph $\mathcal{T}_{K, L}$. The communication height between a and $\mathbf{b}$ in the corresponding energy landscape satisfies

$$
\begin{equation*}
\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) \geq \min \{K, 2 L\}+1 \tag{6.19}
\end{equation*}
$$

Proof. We will show that in every path $\omega: \mathbf{a} \rightarrow \mathbf{b}$ there exists at least one configuration with energy wastage greater than or equal to $\min \{K, 2 L\}+1$. Consider a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ from a to $\mathbf{b}$. Without loss of generality, we may assume that there are no void moves in $\omega$, i.e. at every step either a particle is added or a particle is removed, so that $H\left(\omega_{i+1}\right)=H\left(\omega_{i}\right) \pm 1$ for every $1 \leq i \leq n-1$. Since configuration a has no black bridges, while $\mathbf{b}$ does, at some point along the path $\omega$ there must be a configuration which is the first to display a black bridge, that is a column or a row occupied only by black particles. Denote by $m^{*}$ the index corresponding to such configuration, i.e.

$$
m^{*}:=\left\{m \leq n \mid \exists i:\left(\omega_{m}\right)_{\mid r_{i}}=\mathbf{b}_{\mid r_{i}} \text { or } \exists j:\left(\omega_{m}\right)_{\mid c_{j}}=\mathbf{b}_{\mid c_{j}}\right\}
$$

Since a black bridge cannot be created in only two steps starting from a, we must have $m^{*}>2$. We claim that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq \min \{K, 2 L\}+1
$$

Since the addition of a single black particle cannot create more than one bridge in each direction, it is enough to consider the following three cases:
(a) $\omega_{m^{*}}$ displays a black vertical bridge only;
(b) $\omega_{m^{*}}$ displays a black horizontal bridge only;
(c) $\omega_{m^{*}}$ displays a black cross.

For case (a), note that configuration $\omega_{m^{*}}$ does not have any horizontal bridge. Indeed, it cannot have a black horizontal bridge due to the definition of $m^{*}$ and any gray or white horizontal bridge cannot coexist with the black vertical bridge, in view of Lemma 6.3.2. Hence, the energy wastage of every horizontal stripe is strictly positive, thanks to Lemma 6.3.3 and thus

$$
U\left(\omega_{m^{*}}\right)=\sum_{i=0}^{K-1} U^{S_{i}}\left(\omega_{m^{*}}\right) \geq K
$$

Furthermore, configurations $\omega_{m^{*}-1}$ and $\omega_{m^{*}}$ differ in a unique site $v^{*} \in V_{b}$, which is such that $\omega_{m^{*}-1}\left(v^{*}\right)=0$ and $\omega_{m^{*}}\left(v^{*}\right)=1$. Hence, $U\left(\omega_{m^{*}-1}\right)=$ $U\left(\omega_{m^{*}}\right)+1$ and thus

$$
U\left(\omega_{m^{*}-1}\right) \geq K+1
$$

The argument for case (b) is similar to that of case (a). Firstly, configuration $\omega_{m^{*}}$ does not display any vertical bridge. Lemma 6.3.2 implies that there cannot be any gray or white vertical bridge due to the presence of a black horizontal bridge and a black vertical bridge cannot exist, since it would contradict the definition of $m^{*}$. Every vertical stripe has at least one black particle, due to the presence of a black horizontal bridge. Hence, $U^{C_{j}}\left(\omega_{m^{*}}\right) \geq 1$ for every $j=0, \ldots, 2 L-1$ in view of Lemma 6.3.4. Therefore,

$$
U\left(\omega_{m^{*}}\right)=\sum_{j=0}^{2 L-1} U^{C_{j}}\left(\omega_{m^{*}}\right) \geq 2 L
$$

From this inequality it follows that $U\left(\omega_{m^{*}-1}\right) \geq 2 L+1$, because, as for case (a), the definition of $m^{*}$ implies $U\left(\omega_{m^{*}-1}\right)=U\left(\omega_{m^{*}}\right)+1$.

Consider now case (c), in which $\omega_{m^{*}}$ displays a black cross. The presence of both a vertical and a horizontal black bridge means that $\omega_{m^{*}}$ has a black particle in every vertical and horizontal stripe. This property is inherited by the configuration $\omega_{m^{*}-1}$, since it differs from $\omega_{m^{*}}$ only by the removal of the black particle lying at the intersection of the vertical and horizontal bridge constituting the cross. Furthermore, by definition of $m^{*}$, configuration $\omega_{m^{*}-1}$ cannot have any black bridge, neither vertical nor horizontal. These two facts, in combination with Lemmas 6.3.3 and 6.3.4, imply that

$$
U\left(\omega_{m^{*}-1}\right) \geq \min \{K, 2 L\}
$$

If $U\left(\omega_{m^{*}-1}\right) \geq \min \{K, 2 L\}+1$, then the proof is completed. Otherwise, the energy wastage of configuration $\omega_{m *-1}$ is $U\left(\omega_{m^{*}-1}\right)=\min \{K, 2 L\}$. The configuration preceding $\omega_{m^{*}-1}$ in the path $\omega$ satisfies

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=\min \{K, 2 L\} \pm 1 \tag{6.20}
\end{equation*}
$$

since it differs from $\omega_{m^{*}-1}$ by a single site update. Suppose first that

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=\min \{K, 2 L\}-1 \tag{6.21}
\end{equation*}
$$

This means that $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by the addition of a particle. Therefore, also configuration $\omega_{m^{*}-2}$ has at least one black particle in every horizontal stripe, i.e.

$$
\begin{equation*}
\sum_{v \in S_{i} \cap V_{b}} \omega_{m^{*}-2}(v) \geq 1 \quad \forall i=0, \ldots, K \tag{6.22}
\end{equation*}
$$

and at least one black particle in every vertical stripe, i.e.

$$
\begin{equation*}
\sum_{v \in C_{j} \cap V_{b}} \omega_{m^{*}-2}(v) \geq 1 \quad \forall j=0, \ldots, 2 L-1 . \tag{6.23}
\end{equation*}
$$

If $K \leq 2 L$, (6.21) and the pigeonhole principle imply that there must be a horizontal stripe $S$ such that $U^{S}\left(\omega_{m^{*}-2}\right)=0$. In view of (6.22) and Lemma 6.3.3, $\omega_{m^{*}-2}$ must have a horizontal black bridge in $S$, which contradicts the definition of $m^{*}$. When instead $K>2 L$, it follows from (6.21) that there must be a vertical stripe $C$ such that $U^{C}\left(\omega_{m^{*}-2}\right)=0$. Also in this case, (6.23) and Lemma 6.3.4 imply that $\omega_{m^{*}-2}$ displays a vertical black bridge in $C$, in contradiction with the definition of $m^{*}$. We have in this way proved that assumption (6.21) always leads to a contradiction, so in view of (6.20) we have $U\left(\omega_{m^{*}-2}\right)=\min \{K, 2 L\}+1$ and the proof is concluded also for case (c).

### 6.3.2 Reference path and absence of deep cycles

In this subsection we describe two iterative procedures that build a path from a suitable initial configuration $\sigma$ to a target stable state. The first one modifies the original configuration row by row and we will refer to it as reduction algorithm by rows. The second one proceeds instead by modifying $\sigma$ column by column and, for this reason, we will call it reduction algorithm by columns. These two procedures are similar in spirit, but need to be described separately, since for the triangular grid the structure of horizontal stripes is fundamentally different from that of vertical stripes. Such reduction algorithms will be used in Proposition 6.3 .6 to build the reference path from $\mathbf{a}$ to $\mathbf{b}$ and in the proof of Theorem 6.3.1(iii).

## Reduction algorithm by rows

We now describe in detail the reduction algorithm by rows with $\mathbf{b}$ as target state. In order for $\sigma \in \mathcal{X}$ to be a suitable initial configuration for the reduction algorithm by rows, we require that $\sigma$ has no gray or white particles in the first horizontal stripe $S_{0}$, i.e.

$$
\begin{equation*}
\sum_{v \in S_{0} \cap\left(V_{a} \cup V_{c}\right)} \sigma(v)=0 \tag{6.24}
\end{equation*}
$$

Figure 6.8 shows an admissible configuration that satisfies this initial condition.


Figure 6.8: Example of an admissible configuration on $\mathcal{T}_{3,3}$ that satisfies (6.24)

The path $\omega$ is the concatenation of $2 K$ paths $\omega^{(1)}, \ldots, \omega^{(2 K)}$. For every $i=$ $1, \ldots, 2 K$, path $\omega^{(i)}$ goes from $\sigma_{i}$ to $\sigma_{i+1}$, where we set $\sigma_{1}=\sigma$ and recursively define for $i=1, \ldots, 2 K$

$$
\sigma_{i+1}(v):= \begin{cases}\sigma_{i}(v) & \text { if } v \in V \backslash\left(r_{i} \cup r_{i+1}\right), \\ \mathbf{b}(v) & \text { if } v \in r_{i}, \\ \sigma_{i}(v) & \text { if } v \in r_{i+1} \cap V_{b} \\ 0 & \text { if } v \in r_{i+1} \cap\left(V_{a} \cup V_{c}\right) .\end{cases}
$$

Clearly, due to the periodic boundary conditions, the row index should be taken modulo $2 K$. It can be checked that indeed $\sigma_{2 K+1}=\mathbf{b}$. We now describe in detail how to construct each of the paths $\omega^{(i)}$ for $i=1, \ldots, 2 K$. We build a path $\omega^{(i)}=\left(\omega_{0}^{(i)}, \omega_{1}^{(i)}, \ldots, \omega_{2 L+1}^{(i)}\right)$ of length $2 L+1$ (but possibly comprising void moves), with $\omega_{0}^{(i)}=\sigma_{i}$ and $\omega_{2 L+1}^{(i)}=\sigma_{i+1}$. We start from configuration $\omega_{0}^{(i)}=\sigma_{i}$ and we repeat iteratively the following procedure for all $j=0, \ldots, 2 L-1$ :

- If $j \equiv 0(\bmod 2)$, consider the sites $v \in V_{a}$ and $v^{\prime} \in V_{c}$ defined by

$$
\left\{\begin{array}{lll}
v=(i+1,3 j), v^{\prime}=(i+1,3 j+2) & \text { if } i \equiv 0 & (\bmod 2) \\
v=(i+1,3 j+1), v^{\prime}=(i+1,3 j+3) & \text { if } i \equiv 1 & (\bmod 2)
\end{array}\right.
$$

Note that the two sites $v$ and $v^{\prime}$ are always neighbors, so that only one of the two can be occupied.

- If $\omega_{j}^{(i)}(v)=0=\omega_{j}^{(i)}\left(v^{\prime}\right)$, we set $\omega_{j+1}^{(i)}=\omega_{j}^{(i)}$, so $H\left(\omega_{j+1}^{(i)}\right)=H\left(\omega_{j}^{(i)}\right)$.
- If $\omega_{j}^{(i)}(v)=1$ or $\omega_{j}^{(i)}\left(v^{\prime}\right)=1$, then we remove from configuration $\omega_{j}^{(i)}$ the particle in the unique occupied site between $v$ and $v^{\prime}$, increasing the energy by 1 and obtaining in this way configuration $\omega_{j+1}^{(i)}$, which is such that $H\left(\omega_{j+1}^{(i)}\right)=H\left(\omega_{j}^{(i)}\right)+1$.
- If $j \equiv 1(\bmod 2)$, consider the site $v \in V_{b}$ defined as
$v=\left\{\begin{array}{lll}(i, 3 j-1) & \text { if } i \equiv 0 & (\bmod 2), \\ (i, 3 j-2) & \text { if } i \equiv 1 & (\bmod 2) .\end{array}\right.$
- If $\omega_{j}^{(i)}(v)=1$, we set $\omega_{j+1}^{(i)}=\omega_{j}^{(i)}$ and thus $H\left(\omega_{j+1}^{(i)}\right)=H\left(\omega_{j}^{(i)}\right)$.
- If $\omega_{j}^{(i)}(v)=0$, then we add to configuration $\omega_{j}^{(i)}$ a particle in site $v$ decreasing the energy by 1 . We obtain in this way a configuration $\omega_{j+1}^{(i)}$, which is admissible because by construction all the first neighboring sites of $v$ are unoccupied. In particular, the two particles residing in the two sites above $v$ may have been removed exactly at the previous step. The new configuration has energy $H\left(\omega_{j+1}^{(i)}\right)=H\left(\omega_{j}^{(i)}\right)-1$.
The way the path $\omega^{(i)}$ is constructed shows that for every $i=1, \ldots, 2 K$,

$$
H\left(\sigma_{i+1}\right) \leq H\left(\sigma_{i}\right)
$$

since the number of particles added in row $r_{i}$ is greater than or equal to the number of particles removed in row $r_{i+1}$. Moreover,

$$
\Phi_{\omega^{(i)}} \leq H\left(\sigma_{i}\right)+1
$$

since along the path $\omega^{(i)}$ every particle removal (if any) is always followed by a particle addition. These two properties imply that the path $\omega: \sigma \rightarrow \mathbf{b}$ created by concatenating $\omega^{(1)}, \ldots, \omega^{(2 K)}$ satisfies

$$
\Phi_{\omega} \leq H(\sigma)+1
$$

Note that the reduction algorithm by rows can be tweaked in order to have a or $\mathbf{c}$ as target state. In particular, the condition (6.24) for the initial configuration $\sigma$ should be adjusted accordingly, requiring that $\sigma$ has no black and white (black and gray, respectively) particles in the first horizontal stripe $S_{0}$, depending on whether the target state is a or $\mathbf{c}$, respectively.

## Reduction algorithm by columns

We now illustrate how the reduction algorithm by columns works choosing $\mathbf{b}$ as target state. Note that the procedure we are about to describe can be tweaked to yield a path with target state a or c, but we omit the details. If the target state is $\mathbf{b}$, we require that the initial configuration $\sigma \in \mathcal{X}$ for the reduction algorithm by columns satisfies the following condition:

$$
\begin{equation*}
\sum_{v \in c_{2} \cup c_{3}} \sigma(v)=0 . \tag{6.25}
\end{equation*}
$$

Since $c_{2}=C_{0} \cap V_{c}$ and $c_{3}=C_{1} \cap V_{a}$, condition (6.25) requires that in the two first vertical stripes $C_{0}$ and $C_{1}$ of configuration $\sigma$ there are no white particles in


Figure 6.9: Example of admissible configuration on $\mathcal{T}_{3,3}$ that satisfies (6.25)
$C_{0}$ and no gray particles in $C_{1}$. Figure 6.9 shows an admissible configuration that satisfies this initial condition.

The output of this algorithm is a path $\omega$ from $\sigma$ to $\mathbf{b}$, which we construct as concatenation of $L$ paths $\omega^{(1)}, \ldots, \omega^{(L)}$. For every $j=1, \ldots, L$, path $\omega^{(j)}$ goes from $\sigma_{j}$ to $\sigma_{j+1}$, where we set $\sigma_{1}=\sigma$ and recursively define for $j=1, \ldots, L$

$$
\sigma_{j+1}(v):= \begin{cases}\sigma_{j}(v) & \text { if } v \in V \backslash\left(c_{3 j-2} \cup c_{3 j-1} \cup c_{3 j}\right) \\ \mathbf{b}(v) & \text { if } v \in c_{3 j-2} \\ 0 & \text { if } v \in c_{3 j-1} \cup c_{3 j}\end{cases}
$$

The column index should of course be taken modulo $3 L$, in view of the periodic boundary conditions. It can be easily checked that $\sigma_{L+1}=\mathbf{b}$. We now describe in detail how to construct each of the paths $\omega^{(j)}$ for $j=1, \ldots, L$. We remark that in the procedures we will now describe, also the row index has to be taken modulo $2 K$.

We distinguish two cases, depending on whether (a) $\sigma_{j}$ has a vertical bridge in column $c_{3 j-1}$ or (b) not.

Consider case (a) first. First notice that the presence of a vertical (white) bridge in column $c_{3 j-1}$ implies that all sites of the adjacent column $c_{3 j}$ must be empty in configuration $\sigma_{j}$.

We build a path $\omega^{(j)}=\left(\omega_{1}^{(j)}, \ldots, \omega_{2 K+1}^{(j)}\right)$ of length $2 K+1$ (but possibly comprising void moves), with $\omega_{1}^{(j)}=\sigma_{j}$ and $\omega_{2 K+1}^{(j)}=\sigma_{j+1}$. Denote by $o(j) \in$ $\{0,1\}$ the integer number such that $o(j) \equiv j-1(\bmod 2)$. We first remove the two white particles in column $c_{3 j-1}$ that lie in row $r_{o(j)}$ and $r_{o(j)+2}$ in two successive steps obtaining in this way configuration $\omega_{3}^{(j)}$, which is such that $H\left(\omega_{3}^{(j)}\right)=H\left(\omega_{1}^{(j)}\right)+2$. We then repeat iteratively the following procedure to obtain the configuration $\omega_{i+1}^{(j)}$ from $\omega_{i}^{(j)}$ for all $i=3, \ldots, 2 K-1$ :

- If $i \equiv 1(\bmod 2)$, consider the site $v \in c_{3 j-2} \subset V_{b}$ with coordinates ( $3 j-2, o(j)+i-2$ ) and add a (black) particle there, obtaining in this
way configuration $\omega_{i+1}^{(j)}$. Such a particle can be added since all its six neighboring sites are empty. More specifically, the three left ones have been (possibly) emptied along the path $\omega^{(j-1)}$, while the one in $c_{3 j}$ is empty by assumption and the other two sites on its right have been emptied in the previous steps of $\omega^{(j)}$. Since we added one particle, $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)-1$.
- If $i \equiv 0(\bmod 2)$, consider the site $v \in c_{3 j-1} \subset V_{c}$ with coordinates ( $3 j-$ $1, o(j)+i-2)$ and remove the (white) particle lying there, obtaining in this way configuration $\omega_{i+1}^{(j)}$, which is such that $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)+1$. This procedure outputs configuration $\omega_{2 K}^{(j)}$ which has no white particles in column $c_{3 j-1}$ and an empty site in column $c_{3 j-2}$, the one with coordinates $(3 j-2,2 K-1-o(j))$. All the neighboring sites of this site are empty by construction and, adding a black particle in this site, we obtain configuration $\omega_{2 K+1}^{(j)}=\omega_{j+1}$, which is such that $H\left(\omega_{j}\right)=H\left(\omega_{2 K}^{(j)}\right)-1$. The way the path $\omega^{(j)}$ is constructed shows that

$$
H\left(\sigma_{j+1}\right)=H\left(\sigma_{j}\right),
$$

since we added $K$ (black) particles in column $c_{3 j-2}$ and removed $K$ (white) particles in columns $c_{3 j-1}$. Moreover,

$$
\begin{equation*}
\Phi_{\omega^{(j)}}=\max _{\eta \in \omega^{(j)}} H(\eta)=H\left(\sigma_{j}\right)+2 \tag{6.26}
\end{equation*}
$$

since along the path $\omega^{(j)}$ every particle removal is followed by a particle addition, except at the beginning where we removed two particles consecutively.

Consider now case (b). We claim that, since there is no vertical (white) bridge in column $c_{3 j-1}$, there exists a site $v^{*}$ in column $c_{3 j-2}$ with at most one neighboring occupied site. First of all, all sites in column $3_{3 j-3}$ and $c_{3 j-4}$ have been emptied along the path $\omega^{(j-1)}$, so all sites in $c_{3 j-2}$ have no left neighboring sites occupied. Let us look now at the right neighboring sites. Since there is no vertical white bridge in column $c_{3 j-1}$, there exists an empty site in it, say $w$. Modulo relabeling the rows, we may assume that $w$ has coordinates $(3 j-1, o(j))$, where $o(j)$ is the integer in $\{0,1\}$ such that $o(j) \equiv j-1$ $(\bmod 2)$. The site $v^{*}=(3 j-2, o(j)+1)$ has then the desired property, since at most one of its two remaining right neighboring sites (those with coordinates $(3 j-1, o(j)+2)$ and ( $3 j, o(j)+1$ ), respectively) can be occupied, since they are also neighbors of each other.

We build a path $\omega^{(j)}=\left(\omega_{1}^{(j)}, \ldots, \omega_{2 K+1}^{(j)}\right)$ of length $2 K+1$ (but possibly comprising void moves), with $\omega_{1}^{(j)}=\sigma_{j}$ and $\omega_{2 K+1}^{(j)}=\sigma_{j+1}$. We then repeat iteratively the following procedure to obtain configuration $\omega_{i+1}^{(j)}$ from $\omega_{i}^{(j)}$ for all $i=1, \ldots, 2 K$ :

- If $i \equiv 1(\bmod 2)$, consider the two sites $(3 j-1, o(j)+i+1) \in V_{c}$ and $(3 j, o(j)+i) \in V_{a}$. Since they are neighboring sites, at most one of them
is occupied. If they are both empty, we set $\omega_{i+1}^{(j)}=\omega_{i}^{(j)}$. If instead there is a particle in either of the two, we remove it, obtaining in this way configuration $\omega_{i+1}^{(j)}$, which is such that $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)+1$.
- If $i \equiv 0(\bmod 2)$, consider the site $v \in c_{3 j-2} \subset V_{b}$ with coordinates $(3 j-2, o(j)+i-1)$ and add a (black) particle there, obtaining in this way configuration $\omega_{i+1}^{(j)}$. Such a particle can be added since all its six neighboring sites are empty. More specifically, the three left ones have been (possibly) emptied along the path $\omega^{(j-1)}$, while the other two sites on its right have been emptied in the previous step of $\omega^{(j)}$. Since we added one particle, $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)-1$.
The way the path $\omega^{(j)}$ is constructed shows that

$$
H\left(\sigma_{j+1}\right) \leq H\left(\sigma_{j}\right)
$$

since the number of (black) particles added in column $c_{3 j-2}$ is greater than or equal to the number of (white or gray) particles removed in columns $c_{3 j-1}$ and $c_{3 j}$. Moreover, along the path $\omega^{(j)}$ every particle removal (if any) is always followed by a particle addition, and hence

$$
\begin{equation*}
\Phi_{\omega^{(j)}}=\max _{\eta \in \omega^{(j)}} H(\eta) \leq H\left(\sigma_{j}\right)+1 \tag{6.27}
\end{equation*}
$$

Consider now the path $\omega: \sigma \rightarrow \mathbf{b}$ created by concatenating $\omega^{(1)}, \ldots, \omega^{(L)}$, which are constructed either using the procedure in case (a) or that in case (b). First notice that, regardless of which procedure has been used at step $j$, the following inequality always holds for every $j=1, \ldots, L$ :

$$
H\left(\sigma_{j+1}\right) \leq H\left(\sigma_{j}\right)
$$

Using this fact in combination with (6.26) and (6.27) shows that the path $\omega$ always satisfies

$$
\Phi_{\omega} \leq H(\sigma)+2
$$

Furthermore, in the special case in which $\sigma$ has no vertical white bridges, our procedure considers case (b) for every $j=1, \ldots, L$ and thus, by virtue of (6.27), the path $\omega$ satisfies

$$
\Phi_{\omega}-H(\sigma) \leq 1
$$

We remark that the stable state a (or c) can also be the target state of the reduction algorithm by columns. In this scenario, one should adjust the condition (6.25) on the initial condition accordingly, requiring that $\sigma$ has no particles in columns $c_{1}$ and $c_{2}$ (columns $c_{0}$ and $c_{1}$, respectively). The offset of rows and columns in the procedures described above should of course be tweaked appropriately.

We now use the reduction algorithms we just introduced to show that the lower bound for the communication height between $\mathbf{a}$ and $\mathbf{b}$ given in Proposition 6.3 .5 is sharp, by explicitly giving a path that attains that value.
Proposition 6.3.6 (Reference path). There exists a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ in $\mathcal{X}$ such that

$$
\begin{equation*}
\Phi_{\omega^{*}}-H(\mathbf{a})=\min \{K, 2 L\}+1 \tag{6.28}
\end{equation*}
$$

Proof. We distinguish two cases, depending on whether (a) $K \leq 2 L$ and (b) $K>2 L$.

For case (a), we construct such a path $\omega^{*}$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \mathbf{a} \rightarrow \sigma^{*}$ and $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ for a suitable configuration $\sigma^{*} \in \mathcal{X}$, and prove that $\Phi_{\omega^{(1)}}=H\left(\sigma^{*}\right)=H(\sigma)+K$ and that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ are satisfied, so that $\Phi_{\omega^{*}}=H(\mathbf{a})+K+1$ as desired. The reason why $\omega$ is best described as the concatenation of two shorter paths is the following: The reduction algorithm by columns cannot in general be started directly from a and the path $\omega^{(1)}$ indeed leads from a to $\sigma^{*}$, which is a suitable configuration to initialize the reduction algorithm by columns. The configuration $\sigma^{*}$ differs from a only in the sites of column $c_{3}$ :

$$
\sigma^{*}(v):= \begin{cases}\mathbf{a}(v) & \text { if } v \in V \backslash c_{3}, \\ 0 & \text { if } v \in c_{3}\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{K+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\mathbf{a}$ and $\omega_{K+1}^{(1)}=\sigma^{*}$ can be constructed as follows. For $i=1, \ldots, K$, at step $i$ we remove from configuration $\omega_{i}^{(1)}$ the particle in site $(3,2 i-1)$, increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(1)}$. Therefore the configuration $\sigma^{*}$ is such that $H\left(\sigma^{*}\right)-H(\mathbf{a})=K$ and $\Phi_{\omega^{(1)}}=H(\mathbf{a})+K$. The second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ is then constructed by means of the reduction algorithm by columns, which can be used since the configuration $\sigma^{*}$ satisfies condition (6.24) and hence is a suitable initial configuration for the algorithm. The algorithm guarantees that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$, since configuration $\sigma^{*}$ has no vertical white bridges (see case (b) for the reduction algorithm by columns), and thus the conclusion follows. Figure 6.10 illustrates the reference path for the triangular grid $\mathcal{T}_{3,3}$.


Figure 6.10: Illustration of the reference path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ in the case $K \leq 2 L$


Figure 6.11: Illustration of the reference path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ in the case $K>2 L$

For case (b), we construct such a path $\omega^{*}$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \mathbf{a} \rightarrow \sigma^{*}$ and $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$, and prove that $\Phi_{\omega^{(1)}}=H\left(\sigma^{*}\right)=H(\sigma)+2 L$ and that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ are satisfied, so that $\Phi_{\omega^{*}}=H(\mathbf{a})+2 L+1$ as desired. Some snapshots from the reference path from $\mathbf{a}$ to $\mathbf{b}$ on the triangular grid $\mathcal{T}_{5,2}$ are shown in Figure 6.11. Also in this case we construct $\omega$ as concatenation of two shorter paths because a is not a suitable initial configuration for a reduction algorithm. Consider the configuration $\sigma^{*}$ that differs from a only in the sites of the first horizontal stripe $S_{0}$, namely

$$
\sigma^{*}(v):= \begin{cases}\mathbf{a}(v) & \text { if } v \in V \backslash S_{0} \\ 0 & \text { if } v \in S_{0}\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{2 L+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\mathbf{a}$ and $\omega_{2 L+1}^{(1)}=\sigma^{*}$ can be constructed as follows. For $i=1, \ldots, 2 L$, at step $i$ we remove from configuration $\omega_{i}^{(1)}$ the first particle in lexicographic order in $S_{0}$, increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(1)}$. Therefore the configuration $\sigma^{*}$ is such that $H\left(\sigma^{*}\right)-H(\mathbf{a})=2 L$ and $\Phi_{\omega^{(1)}}=H(\mathbf{a})+2 L$. The second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ is then constructed by means of the reduction algorithm by rows, which can be used since the configuration $\sigma^{*}$ satisfies condition (6.24) and hence is a suitable initial configuration for the algorithm. The reduction algorithm by rows guarantees that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ and thus the conclusion follows.

Proof of Theorem 6.3.1(ii). The proof of the identity involving $\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})$ readily follows by combining the lower bound in Proposition 6.3.5 and the statement of Proposition 6.3.6. The remaining identities can be derived invoking the symmetry of the triangular grid (or using the same arguments as in the proof of Propositions 6.3.5 and 6.3.6).

Proof of Theorem 6.3.1(iii). We will show that for every admissible configuration $\sigma$ on a triangular grid graph $\mathcal{T}_{K, L}$ with $\sigma \neq \mathbf{a}, \mathbf{b}, \mathbf{c}$, there exists a path $\omega$ from $\sigma$ to one of the three stable states such that

$$
\Phi_{\omega}-H(\omega) \leq \min \{K, 2 L\}
$$

The idea is to construct such a path using the geometric features of the configuration $\sigma$ and exploiting the reduction algorithms described earlier in this section. We start by distinguishing two cases: (a) $K \leq 2 L$ and (b) $K>2 L$.

Consider case (a) first, where $K \leq 2 L$. We distinguish two sub-cases, depending on whether $\sigma$ has at least one vertical bridge or not.

If $\sigma$ has a vertical bridge in a vertical stripe $C$, then $\sigma$ is a suitable starting configuration for the reduction algorithm, which yields a path $\omega$ that goes from $\sigma$ to the stable configuration in $\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$ on which $\sigma$ agrees in stripe $C$. The path $\omega$ constructed in this way is such that

$$
\Phi_{\omega}-H(\sigma) \leq 2
$$

and thus $\Phi(\sigma,\{\mathbf{a}, \mathbf{b}, \mathbf{c}\})-H(\sigma) \leq 2 \leq K \leq \min \{K, 2 L\}$, since by assumption $K$ is an integer greater than 1.

Suppose now that there are no vertical bridges in $\sigma$. Since $\sigma \notin\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$, which is the set of stable states in view of Theorem 6.3.1 (i), configuration $\sigma$ has a positive energy wastage $U(\sigma)>0$. In view of (6.14), this means that there exists a vertical stripe $C^{*}$ such that $U^{C^{*}}(\sigma)>0$. Without loss of generality, we may assume (modulo relabeling) that $C^{*}$ is the vertical stripe $C_{1}$, which consists of columns $c_{1}, c_{2}$ and $c_{3}$. By definition of energy wastage in a stripe, it follows that $\sigma$ has at most $K-1$ particles. Removing all the gray and white particles one by one, we construct a path $\omega^{(1)}$ from $\sigma$ to a new configuration $\sigma^{*}$ that satisfies

$$
\begin{equation*}
H\left(\sigma^{*}\right)-H(\sigma) \leq K-1 \tag{6.29}
\end{equation*}
$$

Since we remove all the gray particles from $c_{3}$ and all the white particles from $c_{2}, \sigma^{*}$ is a suitable starting configuration for the reduction algorithm by columns with target state $\mathbf{b}$, in view of (6.25). We obtain in this way a second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$, which is such that

$$
\begin{equation*}
\Phi_{\omega^{(2)}}-H\left(\sigma^{*}\right) \leq 1 \tag{6.30}
\end{equation*}
$$

thanks to the absence of vertical bridges in $\sigma$ (and thus in $\sigma^{*}$ ). The path $\omega$ : $\sigma \rightarrow \mathbf{b}$ obtained by concatenating $\omega^{(1)}$ and $\omega^{(2)}$ is such that

$$
\Phi_{\omega}-H(\sigma) \leq K
$$

since $\Phi_{\omega^{(1)}}-H(\sigma) \leq K-1$ and in view of (6.29) and (6.30), and thus

$$
\Phi(\sigma,\{\mathbf{a}, \mathbf{b}, \mathbf{c}\})-H(\sigma) \leq K
$$

We remark that there is nothing special about $\mathbf{b}$ as target configuration of the path $\omega$ we just constructed. Indeed, by choosing the vertical stripe $C^{*}$ with a different offset, we could have obtained a configuration $\sigma^{*}$ which would have been a suitable initial configuration for the reduction algorithm by columns with target configuration a or c.

We now turn to case (b), in which $K>2 L$. Thanks to Lemma 6.3.3, there must be a horizontal stripe $S$ on which $\sigma$ does not have a horizontal bridge, otherwise $\sigma \in\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}$. In particular, $\sigma$ has at most $2 L-1$ particles on $S$, which without loss of generality we may assume to be $S_{0}$. We build a path $\omega^{(1)}$ from $\sigma$ to a new configuration $\sigma^{*}$ by removing all these particles one by one, so that $\Phi_{\omega^{(1)}}-H(\sigma) \leq 2 L-1$ and $H\left(\sigma^{*}\right)-H(\sigma) \leq 2 L-1$. Starting with configuration $\sigma^{*}$ we can then use the reduction algorithm by rows to obtain a second path $\omega^{(2)}$ from $\sigma^{*}$ to any of the three stable configurations. Since $\Phi_{\omega^{(2)}}-H\left(\sigma^{*}\right) \leq 1$, the path $\omega$ constructed by the concatenation of $\omega^{(1)}$ and $\omega^{(2)}$ satisfies

$$
\Phi_{\omega}-H(\sigma) \leq 2 L
$$

and thus $\Phi(\sigma,\{\mathbf{a}, \mathbf{b}, \mathbf{c}\})-H(\sigma) \leq 2 L$.

### 6.3.3 Proofs of Theorems 6.2.1 and 6.2.2

In this subsection, we prove the two main theorems of the chapter exploiting the properties of the energy landscape proved earlier in this section. In these proofs we use some notation introduced in Chapter 4 to characterize the depths of the wells in the energy landscape, please refer to Subsection 4.2.2 and, in particular, to definitions (4.17) and (4.20).

Proof of Theorem 6.2.1. Exploiting the equivalent characterization of maximum depth given in Lemma 4.2.6, it immediately follows from Theorem 6.3.1(iii) that

$$
\begin{equation*}
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}) \leq \min \{K, 2 L\} \tag{6.31}
\end{equation*}
$$

Furthermore, we claim that the following identity holds:

$$
\begin{equation*}
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{b}, \mathbf{c}\})=\min \{K, 2 L\}+1 \tag{6.32}
\end{equation*}
$$

First notice that since $\mathbf{a} \in \mathcal{X} \backslash\{\mathbf{b}, \mathbf{c}\}$, we have

$$
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{b}, \mathbf{c}\}) \geq \Phi(\mathbf{a},\{\mathbf{b}, \mathbf{c}\})-H(\mathbf{a})=\min \{K, 2 L\}+1
$$

In order to prove that this lower bound is sharp, we need to show that $\Phi(\sigma,\{\mathbf{b}, \mathbf{c}\})-H(\sigma) \leq \min \{K, 2 L\}+1$ for every configuration $\sigma \neq \mathbf{a}, \mathbf{b}, \mathbf{c}$, but we will actually prove a stronger inequality, namely

$$
\begin{equation*}
\Phi(\sigma, \mathbf{b})-H(\sigma) \leq \min \{K, 2 L\}+1, \quad \forall \sigma \in \mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}, \mathbf{c}\} . \tag{6.33}
\end{equation*}
$$

Inspecting the proof of Theorem 6.3.1(iii), we notice that every configuration $\sigma \neq \mathbf{a}, \mathbf{b}, \mathbf{c}$ can be reduced either directly to $\mathbf{b}$, or otherwise to $\mathbf{a}$ or $\mathbf{c}$, depending on its geometrical features. If $\sigma$ can be reduced directly to $\mathbf{b}$, then we proved therein that $\Phi(\sigma, \mathbf{b})-H(\sigma) \leq \min \{K, 2 L\}$. Consider now the scenario where the configuration $\sigma$ cannot be reduced to $\mathbf{b}$ directly, that is the case where $K \leq 2 L$ and $\sigma$ displays a vertical gray bridge or a vertical white bridge. In the proof of Theorem 6.3.1(iii) we built a path $\omega$ from $\sigma$ to either a or a such that $\Phi_{\omega} \leq H(\sigma)+2$, which, concatenated with the reference path from $\mathbf{a}$ to $\mathbf{b}$ given in Proposition 6.3 .6 (or the analogous path from $\mathbf{c}$ to $\mathbf{b}$ ), shows that

$$
\Phi(\sigma, \mathbf{b}) \leq \max \{H(\sigma)+2, \Phi(\mathbf{a}, \mathbf{b})\}
$$

Thus,

$$
\begin{aligned}
\Phi(\sigma, \mathbf{b})-H(\sigma) & \leq \max \{2, \Phi(\mathbf{a}, \mathbf{b})-H(\sigma)\} \leq \max \{2, \Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})\} \\
& =\max \{2, \min \{K, 2 L\}+1\} \leq \min \{K, 2 L\}+1
\end{aligned}
$$

which implies that inequality (6.33) holds and proves in this way identity (6.32). The pair ( $\mathbf{a},\{\mathbf{b}, \mathbf{c}\}$ ) then satisfies condition (4.50) (the so-called "absence of deep cycles"), since, thanks to identity (6.32),

$$
\Phi(\mathbf{a},\{\mathbf{b}, \mathbf{c}\})-H(\mathbf{a})=\min \{K, 2 L\}+1=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{b}, \mathbf{c}\}) .
$$

Proposition 4.2.18 then implies that Assumption A holds for the pair ( $\mathbf{a},\{\mathbf{b}, \mathbf{c}\}$ ) and Corollary 4.2.16 and Theorem 4.2.17 yields statements (i) and (ii) of Theorem 6.2.1. Furthermore, combining Proposition 6.3.6 and inequality (6.31) gives

$$
\begin{aligned}
\Gamma(\mathbf{a},\{\mathbf{b}, \mathbf{c}\}) & =\Phi(\mathbf{a},\{\mathbf{b}, \mathbf{c}\})-H(\mathbf{a})=\min \{K, 2 L\}+1 \\
& >\min \{K, 2 L\}=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}, \mathbf{c}\}),
\end{aligned}
$$

which implies that the initial cycle $C_{\{\mathbf{b}, \mathbf{c}\}}(\mathbf{a})$ (see definition (4.16)) is the unique deepest cycle of the subset $\mathcal{X} \backslash\{\mathbf{b}, \mathbf{c}\}$ and proves that condition (4.55) holds. Proposition 4.2.20 and Theorem 4.2.19 then yield the asymptotic exponentiality of the scaled tunneling time $\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathrm{a}} / \mathbb{E} \tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathrm{a}}$, i.e.

$$
\begin{equation*}
\frac{\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}}{\mathbb{E} \tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathrm{a}}} \xrightarrow{d} \operatorname{Exp}(1), \quad \text { as } \beta \rightarrow \infty, \tag{6.34}
\end{equation*}
$$

proving Theorem 6.2.1(iii).
Consider now the other tunneling time, namely $\tau_{\mathbf{b}}^{\mathbf{a}}$. From inequality (6.33) and the definition (4.20) of maximum depth it immediately follows that

$$
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{b}\}) \leq \min \{K, 2 L\}+1,
$$

which, in view of Proposition 6.3.6, implies that

$$
\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})=\min \{K, 2 L\}+1=\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{b}\}) .
$$

Hence the pair ( $\mathbf{a},\{\mathbf{b}\}$ ) satisfies condition (4.50) and statements (i) and (ii) of Theorem 6.2.1 hold for the tunneling time $\tau_{\mathbf{b}}^{\mathbf{a}}$ using Proposition 4.2.18, Corollary 4.2.16 and Theorem 4.2.17.

The pair ( $\mathbf{a},\{\mathbf{b}\}$ ) does not satisfy condition (4.55) and neither Assumption B (4.53), due to the presence of a deep cycle (the one where the stable state $\mathbf{c}$ lies) different from the initial one (where a lies). Indeed, $\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) \nless$ $\Phi(\mathbf{c}, \mathbf{b})-H(\mathbf{c})$, as shown in Theorem 6.3.1(ii). Hence, Theorem 6.2.1 (iv) does not follow immediately from Theorem 4.2.19. The asymptotic exponentiality of the scaled hitting time $\tau_{\mathbf{b}}^{\mathbf{a}} / \mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}$ in the limit $\beta \rightarrow \infty$ is proved differently, leveraging the symmetric structure of the energy landscape. Indeed the triangular grid $\mathcal{T}_{K, L}$ is a symmetric 3-partite graph, as shown in Section 2.2.

In Section 2.3 we derive (in the continuous-time setting) in Corollary 2.3.2 the asymptotic distribution of the scaled transition time between any two dominant states in the limit $\sigma \rightarrow \infty$. We will now argue that we can obtain a similar result in the current discrete-time setting.

Firstly, the low-temperature limit $\beta \rightarrow \infty$ in which we are interested is equivalent to the limit $\sigma \rightarrow \infty$ considered in Chapter 2, as illustrated in Section 1.3. Secondly, the set $\mathcal{D}$ of dominant states of the activity process correspond to the set of stable states of the hard-core model. Furthermore, Corollary 2.3.2 relies on three crucial properties proved in Proposition 2.3.1. The proofs of
these two results do not use in an essential way the fact that the activity process is a continuous-time process. In fact, it can be easily checked that the same statements can be proved for the uniformized Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ which we study in this chapter. In the notation of this chapter, the stochastic representation (2.11) for the the hitting time $\tau_{\mathbf{b}}^{\mathbf{a}}$ reads as

$$
\tau_{\mathbf{b}}^{\mathbf{a}} \stackrel{d}{=} \sum_{i=1}^{N_{\mathcal{D}}} T^{(i)}
$$

where $\left(T^{(i)}\right)_{i \in \mathbb{N}}$ is a sequence of i.i.d. random variables with $T^{(i)} \stackrel{d}{=} \tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}$ and $N_{\mathcal{D}}$ is an independent geometric random variable with success probability equal to $\frac{1}{2}$, i.e.

$$
\mathbb{P}\left(N_{\mathcal{D}}=m\right)=\left(\frac{1}{2}\right)^{m-1} \frac{1}{2}, \quad m \geq 1
$$

The random variable $N_{\mathcal{D}}$ counts the number of non-consecutive visits to stable states until the stable state $\mathbf{b}$ is hit. Non-consecutive visits to stable states here means that we count as actual visit to a stable state only the first one after the last visit to a different stable state. The random time between these nonconsecutive visits does not depend on the last visited stable state, since

$$
\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}} \stackrel{d}{=} \tau_{\{\mathbf{a}, \mathbf{b}\}}^{\mathbf{c}}
$$

Exploiting the symmetry of the energy landscape and arguing like in Section 2.3, we can show that if the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ starts in state $\mathbf{a}$, the probability that $\mathbf{b}$ is the next visited stable state that is different from $\mathbf{a}$ is equal to $\frac{1}{2}$ (and similarly if the starting state is $\mathbf{c}$ ). This fact motivates the value of the success probability of the geometric random variable $N_{\mathcal{D}}$. Using the fact that $N_{\mathcal{D}}$ does not depend on $\beta$ and arguing as in the proof of Corollary 2.3.2(iii), we can show that

$$
\frac{\tau_{\mathbf{b}}^{\mathbf{a}}}{\mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}} \xrightarrow{d} \frac{1}{2} \sum_{i=1}^{\mathrm{Geo}(1 / 2)} Y^{(i)}, \quad \text { as } \beta \rightarrow \infty,
$$

where $\left\{Y^{(i)}\right\}_{i \in \mathbb{N}}$ are i.i.d. exponential random variables, thanks to (6.34) and the fact that $\tau_{\mathcal{D} \backslash\{\mathbf{a}\}}^{\mathbf{a}}=\tau_{\{\mathbf{b}, \mathbf{c}\}}^{\mathbf{a}}$. Theorem 6.2.1(iv) then follows by noticing that a geometric sum of i.i.d. exponential random variables scaled by its mean is also exponentially distributed with unit mean.

Proof of Theorem 6.2.2. The proof immediately follows from (6.33) in combination with Proposition 4.2.24.

## 7

This chapter is devoted to the analysis of the Widom-Rowlison model on finite graphs with Metropolis dyanamics, which describes the evolution of a particle system where different types of particles interact subject to certain hard-core constraints. We focus in particular on the scenario in which there are exactly two types of particles and the spatial structure is modeled by grid graphs. We study the asymptotic behavior of this interacting particle system in the low-temperature regime, analyzing the tunneling time between its two stable states, which we denote by $\mathbf{a}$ and $\mathbf{b}$, and the mixing time of the Markov chain. This chapter is organized as follows. In Section 7.1 we give a detailed description of the Widom-Rowlison model with two types of particles and show the connection between this model on a bipartite graph and the multi-channel CSMA network presented in Section 1.5 on the same graph with $C=2$ available channels. In Section 7.2 we present our main results for the Widom-Rowlison model on grid graphs, concerning the asymptotic properties of tunneling time $\tau_{\mathbf{b}}^{\mathrm{a}}$ and the order of magnitude of the mixing time in the low-temperature regime. The rest of the chapter is then dedicated to the proofs of the main results. In Section 7.3 we introduce some notation and prove some preliminary results. Using a combinatorial method similar to that developed in Chapter 5, we analyze the energy landscapes corresponding to the Widom-Rowlison model on toric and open grid graphs in Sections 7.4 and 7.5 , respectively.

### 7.1 MODEL DESCRIPTION

Consider a finite undirected graph $G=(V, E)$, which models the spatial structure of the finite volume where two types of particles dynamically interact subject to certain hard-core constraints. The $N$ vertices of the graph $G$ represent all possible sites where particles can reside. Particles can be of two types, A or $B$, and there is nearest-neighbor hard-core exclusion between unlike particles. These hard-core constraints are modeled by the set $E$ of edges connecting the pairs of sites that cannot be occupied simultaneously by particles of different types. We associate a variable $\sigma(v) \in\{-1,0,1\}$ to each site $v \in V$, indicating the absence (0) or the presence of a particle of type A (1) or type B( -1 ) in that site. We say that a particle configuration $\sigma \in\{-1,0,1\}^{N}$ is admissible if it does not violate the hard-core constraints between unlike particles in neighboring sites and denote by $\mathcal{X}$ the collection of admissible configurations, namely

$$
\begin{equation*}
\mathcal{X}:=\left\{\sigma \in\{-1,0,1\}^{N}: \sigma(v) \sigma(w) \neq-1 \quad \forall(v, w) \in E\right\} . \tag{7.1}
\end{equation*}
$$

The evolution of this interacting particle system is described by the Metropolis dynamics introduced in Chapter 4. More specifically, we consider the singlesite update Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ parametrized by a positive parameter $\beta$, representing the inverse temperature, with Metropolis transition probabilities

$$
P_{\beta}\left(\sigma, \sigma^{\prime}\right):= \begin{cases}c\left(\sigma, \sigma^{\prime}\right) e^{-\beta\left[H\left(\sigma^{\prime}\right)-H(\sigma)\right]^{+}}, & \text {if } \sigma \neq \sigma^{\prime}  \tag{7.2}\\ 1-\sum_{\eta \neq \sigma} P_{\beta}(\sigma, \eta), & \text { if } \sigma=\sigma^{\prime}\end{cases}
$$

corresponding to the energy landscape $(\mathcal{X}, H, c)$ where the state space $\mathcal{X}$ is given in (7.1) and the energy and connectivity function are chosen as follows. The energy function $H: \mathcal{X} \rightarrow \mathbb{R}$ counts the number of particles, regardless of their type:

$$
\begin{equation*}
H(\sigma):=-\sum_{v \in V} \mathbb{1}_{\{\sigma(v) \neq 0\}}=-\sum_{v \in V}|\sigma(v)|, \quad x \in \mathcal{X} \tag{7.3}
\end{equation*}
$$

The connectivity function $c: \mathcal{X} \times \mathcal{X} \rightarrow[0,1]$ is given by

$$
c\left(\sigma, \sigma^{\prime}\right):= \begin{cases}\frac{1}{2 N}, & \text { if } d\left(\sigma, \sigma^{\prime}\right)=1  \tag{7.4}\\ 0, & \text { if } d\left(\sigma, \sigma^{\prime}\right)>1 \\ 1-\sum_{\eta \neq \sigma} c(\sigma, \eta), & \text { if } \sigma=\sigma^{\prime}\end{cases}
$$

where $d: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{N}$ is a distance function defined as

$$
\begin{equation*}
d\left(\sigma, \sigma^{\prime}\right):=\sum_{v \in V}\left(\mathbb{1}_{\left\{\sigma(v) \neq \sigma^{\prime}(v)\right\}}+\mathbb{1}_{\left\{\sigma(v) \sigma^{\prime}(v) \neq 0\right\}}\right) . \tag{7.5}
\end{equation*}
$$

In other words, the connectivity function allows only single-site updates and prescribes that a particle occupying a certain site cannot be replaced by a particle of the other type in a single step. The dynamics induced by this energy landscape can be described in words as follows. At every step a site $v \in V$ and a type (A or B) are selected uniformly at random; if the selected site is occupied, the particle therein is removed with probability $e^{-\beta}$; if instead the selected site $v$ is empty, then a particle of the chosen type is created at $v$ with probability 1 if and only if none of the neighboring sites is occupied by particles of the opposite type.

The Widom-Rowlinson model was originally introduced in the chemistry literature by [139] as a continuum model of particles living in $\mathbb{R}^{d}$ to study the vapor-liquid phase transition. The discrete-space variant we are interested in was first studied in [94], where the authors model a lattice gas where two types of particles interact. The Widom-Rowlinson model has in fact two equivalent standard formulations - one as a binary gas and the other as a singlespecies model of a dense (liquid) phase in contact with a rarefied (gas) phase. In the binary gas formulation, the only interaction is a hard-core exclusion between the two species of particles - call them $A$ and $B$. If the $B$ particles are
invisible, the resulting system of A particles yields a model for vapor-liquid phase transitions, which has been introduced and discussed by Widom and Rowlinson. The Widom-Rowlinson model has been proven to exhibit a phase transition both on $\mathbb{Z}^{d}$ [94] and on the continuum [95, 125]. On general graphs, however, its behavior is not always monotonic, as proved in [24]. Many variants of the Widom-Rowlison model have been studied in the literature: In [96] the authors study the Widom-Rowlison model with $M>2$ types of particles, while the case where there is only strong repulsion (and no hard-core interaction) between unlike particles has been investigated in [94]. Further properties of the continuum Widom-Rowlison model have been studied in [33].

### 7.1.1 Connection with multi-channel CSMA networks

In this subsection we illustrate how the multi-channel CSMA dynamics on a conflict graph $G$ described in Section 1.5 can be mapped into the WidomRowlison model on the same graph $G$ when $G$ is bipartite and there are $C=2$ available channels.

Consider a bipartite connected conflict graph $G=(V, E)$ on $N$ nodes, with partition $V=V_{e} \cup V_{o}$. Furthermore, we assume that the interference constraints on the two available channels are both described by the graph $G$. As a consequence, there is a one-to-one correspondence between 2-colorings of $G$ and admissible activity states. In particular, there are then exactly two proper colorings of the graph $G$, which correspond to the only two possible ways of assigning two colors to the two components $V_{e}$ and $V_{o}$. We will now introduce an equivalent representation of admissible activity states on the conflict graph $G$ with $C=2$ channels available. The main idea is that for each active node instead of keeping track of the channel on which it is active, it is enough to keep track which one of the two possible (global) colorings it agrees with. This intuition can be made rigorous by considering the function $\mathcal{W}:\{0,1,2\}^{N} \rightarrow\{-1,0,1\}^{N}$ that maps an admissible activity state $x \in\{0,1,2\}^{N}$ into the vector $\mathcal{W}(x) \in\{-1,0,1\}^{N}$ whose $i$-th component is defined as

$$
\mathcal{W}(x)_{i}= \begin{cases}1 & \text { if } x_{i}=1 \text { and } i \in V_{e} \\ 1 & \text { if } x_{i}=2 \text { and } i \in V_{o} \\ -1 & \text { if } x_{i}=2 \text { and } i \in V_{e} \\ -1 & \text { if } x_{i}=1 \text { and } i \in V_{o} \\ 0 & \text { if } x_{i}=0\end{cases}
$$

The function $\mathcal{W}$ is illustrated in the case of the $8 \times 9$ open grid by Figure 7.1, where $V_{e}$ and $V_{o}$ are the collections of even and odd nodes, respectively. Since $x \in\{0,1,2\}^{N}$ is an admissible activity state on a graph $G$ if $x_{i} x_{j}=0$ or

(a) $x \in \mathcal{X} \subset\{0,1,2\}^{N}$, where the inactive nodes are white, nodes active on channel 1 are red and nodes active on channel 2 are green

(b) $\mathcal{W}(x) \in\{-1,0,1\}^{N}$, where particles of type $A(\mathcal{W}(x)=1)$ are gray and particles of type $B(\mathcal{W}(x)=-1)$ are black

Figure 7.1: An activity state $x \in \mathcal{X}$ using two channels on the $8 \times 9$ grid graph and the corresponding Widom-Rowlison particle configuration $\mathcal{W}(x)$
$x_{i} \neq x_{j}$ for every pair of neighboring nodes $(i, j) \in E$, the corresponding state $\mathcal{W}(x) \in\{-1,0,1\}^{N}$ satisfies

$$
\begin{equation*}
\mathcal{W}(x)_{i} \mathcal{W}(x)_{j}=0 \quad \text { or } \quad \mathcal{W}(x)_{i}=\mathcal{W}(x)_{j} \quad \forall(i, j) \in E \tag{7.6}
\end{equation*}
$$

Note that in this derivation, we used the key fact that, since $G$ is bipartite, if $i, j$ are neighbors in $G$, then they belong to different components. The constraints (7.6) imply that the image $\mathcal{W}(\mathcal{X})$ of the state space $\mathcal{X}$ under the mapping $\mathcal{W}$ is the collection of all states $\sigma \in\{-1,0,1\}^{N}$ such that

$$
\sigma_{i} \sigma_{j}=0 \quad \text { or } \quad \sigma_{i}=\sigma_{j} \quad \forall(i, j) \in E,
$$

or, more compactly, $\sigma_{i} \sigma_{j} \neq-1$ for every pair of neighboring sites $i$ and $j$, which we recognize to be the admissible configurations of the WidomRowlison model on the graph $G$, see (7.1).

### 7.2 ASYMPTOTIC BEHAVIOR OF TUNNELING TIMES AND MIXING TIME

In the rest of the chapter we focus on the study of the Widom-Rowlison model on grid graphs and, in particular, we want to understand the asymptotic behavior of this interacting particle system in terms of tunneling and mixing times in the low-temperature regime.

Given two integers $K, L \geq 2$, we take $G$ to be the $K \times L$ grid graph $\Lambda=\Lambda_{K, L}$ described in Section 2.2 either with toroidal (periodic) boundary conditions, denoted by $\Lambda_{K, L}^{T}$, or with open (free) boundary conditions, denoted by $\Lambda_{K, L}^{O}$. Recall that the grid graph $\Lambda_{K, L}=(V, E)$ has vertex set $V=\{0, \ldots, L-1\} \times$ $\{0, \ldots, K-1\}$ and $N=K L$ sites in total.

The equivalence between the Widom-Rowlison model and the multi-channel CSMA dynamics holds only when the underlying graph $G$ is bipartite, as illustrated in Subsection 7.1.1. However, this assumption on $G$ is not necessary for our results for the Widom-Rowlison model and for this reason we do not impose further conditions on the integers $K$ and $L$, as we did instead in Chapters 2 and 5 .

Let $\mathbf{a}$ and $\mathbf{b}$ be the two admissible configurations of the Widom-Rowlison model on the grid graph $\Lambda_{K, L}$ that correspond to the situation where all sites are occupied by particles of types $A$ and $B$, respectively. Using the notation introduced in the previous subsection, we define

$$
\mathbf{a}(v):=1 \quad \forall v \in V, \quad \text { and } \quad \mathbf{b}(v):=-1 \quad \forall v \in V .
$$

Clearly $H(\mathbf{a})=-N=H(\mathbf{b})$. Furthermore, in Section 7.3 we will prove that $\mathbf{a}$ and $\mathbf{b}$ are the only two stable states of the energy landscape of the WidomRowlison model on any grid graph, regardless of the imposed boundary conditions.

We adopt the following coloring conventions for displaying a configuration $\sigma \in \mathcal{X}:$ A site $v \in V$ is displayed as white if it is unoccupied (i.e. $\sigma(v)=$ 0 ), while we color it in gray (black) if it is occupied by a particle of type A (by a particle of type $B$, respectively). In view of this coloring scheme, in the rest of the chapter we will refer to a particle of type A (B) as a gray particle (black particle, respectively). As a result, an admissible configuration consists of black and/or gray clusters separated by empty sites, since black and gray particles cannot reside in neighboring sites. Figure 7.2 illustrates three admissible configurations.

In order to capture how long the particle system takes to "switch" between the two stable states $\mathbf{a}$ and $\mathbf{b}$, we study the asymptotic behavior of the tunneling time $\tau_{\mathbf{b}}^{\mathbf{a}}$ of the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ in the low-temperature regime $\beta \rightarrow \infty$. The first main result proves the existence of an exponent $\Gamma(\Lambda)>0$ for any grid graph $\Lambda$ that gives an asymptotic control in probability of $\tau_{\mathbf{b}}^{\mathbf{a}}$ on a logarithmic scale as $\beta \rightarrow \infty$ and characterizes the asymptotic order of magnitude of the mean tunneling time $\mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}$. We further show that the tunneling time $\tau_{\mathbf{b}}^{\mathbf{a}}$ scaled by its mean converges in distribution to an exponential unit-mean random variable.

Theorem 7.2.1 (Asymptotic behavior of the tunneling time $\tau_{\mathbf{b}}^{\mathbf{a}}$ ). Consider the Metropolis Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ corresponding to the Widom-Rowlison model on a $K \times L$ grid graph $\Lambda$. There exists a constant $\Gamma(\Lambda)>0$ such that:
(i) For every $\epsilon>0, \lim _{\beta \rightarrow \infty} \mathbb{P}\left(e^{\beta(\Gamma(\Lambda)-\epsilon)}<\tau_{\mathbf{b}}^{\mathbf{a}}<e^{\beta(\Gamma(\Lambda)+\epsilon)}\right)=1$;
(ii) $\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log \mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}=\Gamma(\Lambda)$;
(iii) $\frac{\tau_{\mathbf{b}}^{\mathbf{a}}}{\mathbb{E} \tau_{\mathbf{b}}^{\mathbf{a}}} \xrightarrow{d} \operatorname{Exp}(1), \quad$ as $\beta \rightarrow \infty$.

(a) Configuration a

(b) Configuration $\mathbf{b}$

(c) An admissible configuration with particles of both types

Figure 7.2: Examples of admissible configurations on the $8 \times 9$ toric grid $\Lambda_{8,9}^{T}$

The proof of Theorem 7.2.1 relies on the general results for tunneling times for Metropolis Markov chains obtained in Chapter 4 and on the study of structural properties of the energy landscape $(\mathcal{X}, H, q)$ corresponding to the Widom-Rowlison model on $\Lambda$, which are presented in the next section.

The combinatorial approach developed in Sections 7.4 and 7.5 shows how the quantity $\Gamma(\Lambda)$ depends both on the grid size and on the chosen boundary conditions, as established by the next theorem.

Theorem 7.2.2 (The exponent $\Gamma(\Lambda)$ for grid graphs). Let $\Lambda$ be a $K \times L$ grid graph. Then the energy barrier $\Gamma(\Lambda)$ between $\mathbf{a}$ and $\mathbf{b}$ appearing in Theorem 7.2.1 takes the values

$$
\Gamma(\Lambda)= \begin{cases}\min \{2 K+1,2 L\} & \text { if } \Lambda=\Lambda_{K, L}^{T} \text { with } K \leq L \text { and } K+L \geq 6 \\ \min \{K, L\}+1 & \text { if } \Lambda=\Lambda_{K, L}^{O} .\end{cases}
$$

The additional assumption that $K+L \geq 6$ in the case of toric grids is necessary to leave out the two special cases $(K, L)=(2,2)$ and $(K, L)=(2,3)$, where the constant $\Gamma(\Lambda)$ takes the values 3 and 4, respectively.

Note that Theorem 7.2.2 states that $\Gamma(\Lambda)=2 K=2 L$ for a square toric grid (that is $\Lambda_{K, L}^{T}$ with equal dimensions $K=L$ ), while $\Gamma(\Lambda)=2 K+1$ for a rectangular toric grid (namely $\Lambda_{K, L}^{T}$ with $K<L$ ).

We remark that from our analysis we could also immediately prove asymptotic results for the tunneling time $\tau_{\mathbf{b}}^{\mathbf{a}}$ analogous to those of Theorem 7.2.1 in the case of a cylindrical grid, that is the grid graph $\Lambda_{K, L}$ with semi-periodic boundary conditions (see Section 2.2 or 5.1). Indeed, arguing along similar lines as in Subsection 5.3.4, we can derive that for this class of grids $\Gamma(\Lambda)=\min \{K, 2 L\}+1$.

The value of the exponent $\Gamma(\Lambda)$ for the Widom-Rowlison model on a grid graph $\Lambda$ is roughly twice as large as the exponent for the hard-core model on the same grid graph, see Theorem 5.2.2. This difference can be intuitively understood by noticing that the Widom-Rowlison model on a grid graph $\Lambda$ is equivalent to the hard-core model on a 3-dimensional grid, which is the Cartesian product of $\Lambda$ and the complete graph on two nodes, as illustrated in Figure $7 \cdot 3$. All the ingredients needed to make this equivalence rigorous have been introduced in Section 1.5 in the context of multi-channel CSMA networks.

Besides appearing in the tunneling time asymptotics in Theorem 7.2.1, the exponent $\Gamma(\Lambda)$ also characterizes the asymptotic order of magnitude of the mixing time $t_{\beta}^{\text {mix }}(\epsilon, \Lambda)$ and of the spectral gap $\rho_{\beta}(\Lambda)$ of the Metropolis WidomRowlison dynamics on $\Lambda$ (see definitions in Subsection 4.2.8).

Theorem 7.2.3 (Mixing time of the Widom-Rowlison model on grid graphs). Let $\Lambda$ be a $K \times L$ grid graph. For any $0<\epsilon<1$, the mixing time $t_{\beta}^{\text {mix }}(\epsilon, \Lambda)$ of the Markov chain $\left\{X_{t}^{\beta}\right\}_{t \in \mathbb{N}}$ satisfies

$$
\lim _{\beta \rightarrow \infty} \frac{1}{\beta} \log t_{\beta}^{\mathrm{mix}}(\epsilon, \Lambda)=\Gamma(\Lambda)=\lim _{\beta \rightarrow \infty}-\frac{1}{\beta} \log \rho_{\beta}(\Lambda)
$$

Furthermore, there exist two positive constants $0<c_{1} \leq c_{2}<\infty$ independent of $\beta$ such that

$$
c_{1} e^{-\beta \Gamma(\Lambda)} \leq \rho_{\beta}(\Lambda) \leq c_{2} e^{-\beta \Gamma(\Lambda)}
$$


(a) Every site of the original grid graph $\Lambda$ is doubled, so that we obtain two layers of sites. The occupied sites on the first layers are particle of type $A$, while those on the second layer are particles of type B

(b) The displayed conflict graph takes in account both the hard-core constraints between unlike particles in neighboring sites and the impossibility of having more than one particle in the each site

(c) The conflict graph in Figure 7.3 b is isomorphic to a three-dimensional grid graph

Figure 7.3: The equivalence between the Widom-Rowlison model on an open grid and the hard-core model on a three-dimensional open grid

### 7.3 ENERGY LANDSCAPE ANALYSIS

In this section we present the structural properties of the energy landscapes of the Widom-Rowlison model on grid graphs and show show how they can be used to prove the main results presented in Section 7.2. In particular, we find the value of the energy barrier between the stable states $\mathbf{a}$ and $\mathbf{b}$ and show that this is the highest energy barrier of the whole energy landscape, proving the so-called "absence of deep cycles" property for the Widom-Rowlison model on grid graphs. The proof method is similar to that used in Chapter 5 for the hard-core model on grid graphs, and exploits combinatorial and geometrical features of admissible configurations. Our findings are summarized in the next theorem.

In the rest of the chapter we will repeatedly use the notions of path $\omega$ and its height $\Phi_{\omega}$, as well as that of communication height $\Phi(\cdot, \cdot)$ between two states or subset of states, which are all defined in Subsection 4.2.1.

Theorem 7•3.1 (Energy landscape properties for the Widom-Rowlison model on grid graphs). Let $(\mathcal{X}, H, q)$ be the energy landscape corresponding to the Metropolis dynamics of the Widom-Rowlison model on a $K \times L$ toric grid graph $\Lambda_{K, L}^{T}$ with $K \leq L$ and $K+L \geq 6$. Then,
(i) $\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})=\min \{2 K+1,2 L\}$;
(ii) $\Phi(\sigma,\{\mathbf{a}, \mathbf{b}\})-H(\sigma)<\min \{2 K+1,2 L\} \quad \forall \sigma \in \mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}\}$.

If instead $(\mathcal{X}, H, q)$ is the energy landscape corresponding to the Metropolis dynamics of the Widom-Rowlison model on a $K \times L$ open grid graph $\Lambda_{K, L^{\prime}}^{O}$, then,
(iii) $\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})=\min \{K, L\}+1$;
(iv) $\Phi(\sigma,\{\mathbf{a}, \mathbf{b}\})-H(\sigma) \leq \min \{K, L\} \quad \forall \sigma \in \mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}\}$.

Statements (i) and (ii) of Theorem 7.3.1 are proved in Section 7.4, while the proofs of statements (iii) and (iv) are presented in Section 7.5.

We remark that the two toric grid graphs $\Lambda_{2,2}^{T}$ and $\Lambda_{2,3}^{T}$ are not covered by the previous theorem, since the are special cases for which our proof method does not work. Nonetheless, it is easy to find the communication height between $\mathbf{a}$ and $\mathbf{b}$ and show that the corresponding energy landscapes exhibit absence of deep cycles as well, so that Theorem 7.2.1 holds also in these cases.

The rest of this section is organized as follows. In Subsection 7.3.1 we show how the three main results presented in Section 7.2 follows from Theorem 7.3.1. In Subsection 7.3 .2 we introduce some useful notation and definitions and prove some results concerning geometrical and combinatorial properties of admissible Widom-Rowlison configurations on the grid graph $\Lambda_{K, L}$. These properties are then immediately used to show that $\mathbf{a}$ and $\mathbf{b}$ are the only two stable states of the Widom-Rowlison model on grid graphs, see Proposition 7.3.5. Several of these geometrical properties of admissible configurations will be heavily used in Sections 7.4 and 7.5 .
7.3.1 Proofs of Theorems 7.2.1, 7.2.2 and 7.2.3

In this subsection we briefly illustrate how the three main theorems presented in Section 7.2 are proved. The proof method combines the model-independent results derived in Chapter 4 with the structural properties of the energy landscape corresponding to the Widom-Rowlison model on grid graphs.

We first show how the tunneling time $\tau_{\mathbf{b}}^{\mathbf{a}}$ falls precisely in the scenario described in Example 2 in Subsection 4.2.5 for both types of boundary conditions. We illustrate how to argue only in the case of the toric grid $\Lambda_{K, L^{\prime}}^{T}$ since in the case of an open grid the reasoning is almost identical. Theorem 7.3.1(ii) shows that for every configuration $\sigma \neq \mathbf{a}, \mathbf{b}$ there is a path from $\sigma$ either directly to $\mathbf{b}$ and such that $\Phi(\sigma, \mathbf{b})-H(\sigma)<\min \{2 K+1,2 L\}$ or a path from $\sigma$ to a such that $\Phi(\sigma, \mathbf{a})-H(\sigma)=0$. Using statement (i) of Theorem 7.3.1, we deduce that also in this latter case the inequality $\Phi(\sigma, \mathbf{b})-H(\sigma) \leq \min \{2 K+1,2 L\}$ holds and thus $\Phi(\sigma, \mathbf{b})-H(\sigma) \leq \Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})$ for every configuration $\sigma \neq \mathbf{a}$, proving that

$$
\begin{equation*}
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{b}\})=\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) . \tag{7.7}
\end{equation*}
$$

In other words, we have shown that the Widom-Rowlison model on grid graphs exhibits absence of deep cycles. Therefore, Assumption A holds for the pair ( $\mathbf{a}, \mathbf{b}$ ) in view of Proposition 4.2.18, and statements (i) and (ii) of Theorem 7.2.1 then follow from Corollary 4.2.16 and Theorem 4.2.17, respectively.

The value of the exponent $\Gamma(\Lambda)$ appearing in Theorem 7.2.1 for the two different types of grid graphs is immediately derived from the identities presented in Theorem 7.3.1(i) and (iii), since $\Gamma(\Lambda)=\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a})=\widetilde{\Gamma}(\mathcal{X} \backslash$ $\{\mathbf{b}\})$. This concludes the proof of Theorem 7.2.2.

Furthermore, Theorem 7.3.1 directly implies that the following inequality holds for the energy landscape of the Widom-Rowlison model on a grid graph $\Lambda$, regardless of the boundary conditions:

$$
\widetilde{\Gamma}(\mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}\})<\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) .
$$

In view of this latter inequality and of the fact that $\mathcal{X}^{s}=\{\mathbf{a}, \mathbf{b}\}$, we are precisely in the scenario illustrated in Example 4 in Subsection 4.2.6. In particular, Assumption B holds and, by applying Theorem 4.2.19, we obtain the conclusion of Theorem 7.2.1(iii).

Lastly, Proposition 4.2.24, in combination with (7.7), proves Theorem 7.2.3.

### 7.3.2 Geometrical features of admissible configurations

In this subsection we present some useful notation and results that are valid for every grid graph, regardless of the imposed boundary conditions.

Consider a $K \times L$ grid graph $\Lambda$ as described in Section 7.2. We denote by $c_{j}, j=0, \ldots, L-1$, the $j$-th column of $\Lambda$, i.e. the collection of sites whose horizontal coordinate is equal to $j$, and by $r_{i}, i=0, \ldots, K-1$, the $i$-th row of $\Lambda$,
i.e. the collection of sites whose vertical coordinate is equal to $i$, see Figure 7.4. When we do not need to specify a precise row or column, we will denote a generic column by $c$ and a generic row by $r$. We assign the coordinates $(j, i)$ to the vertex $v$ that lies at the intersection of column $c_{j}$ and row $r_{i}$. In addition, define the $i$-th horizontal stripe, with $i=1, \ldots,\lfloor K / 2\rfloor$, as

$$
S_{i}:=r_{2 i-2} \cup r_{2 i-1},
$$

and the $j$-th vertical stripe, with $j=1, \ldots,\lfloor L / 2\rfloor$ as

$$
C_{j}:=c_{2 j-2} \cup c_{2 j-1},
$$

see Figure 7.4 for an illustration. Given an admissible configuration $\sigma \in \mathcal{X}$,


Figure 7.4: Illustration of row, column and stripe notation on a toric grid
we define its energy wastage $U(\sigma)$ the number of the empty sites that $\sigma$ has as the difference between the energy of $\sigma$ and that of $\mathbf{a}$, i.e.

$$
\begin{equation*}
U(\sigma):=N-\sum_{v \in V} \mathbb{1}_{\{\sigma(v) \neq 0\}} . \tag{7.8}
\end{equation*}
$$

Note that $U(\sigma)$ can equivalently be seen as the energy difference between configuration $\sigma$ and either a or $\mathbf{b}$, since $U(\sigma)=H(\sigma)-H(\mathbf{a})$. Furthermore, we define the energy wastage of a configuration $\sigma \in \mathcal{X}$ in row $r$ by

$$
\begin{equation*}
U^{r}(\sigma):=L-\sum_{v \in r} \mathbb{1}_{\{\sigma(v) \neq 0\}}=L-\sum_{v \in r}|\sigma(v)| \tag{7.9}
\end{equation*}
$$

and the energy wastage of a configuration $\sigma \in \mathcal{X}$ in column $c$ by

$$
\begin{equation*}
U^{c}(\sigma):=K-\sum_{v \in c} \mathbb{1}_{\{\sigma(v) \neq 0\}}=K-\sum_{v \in c}|\sigma(v)| . \tag{7.10}
\end{equation*}
$$

Clearly the energy wastage (7.8) of a configuration $\sigma$ can be written as the sum of the energy wastages in every row (or in every column). Given two configurations $\sigma, \sigma^{\prime} \in \mathcal{X}$ and a subset of sites $W \subset \Lambda$, we write

$$
\sigma_{\mid W}=\sigma_{\mid W}^{\prime} \quad \Longleftrightarrow \quad \sigma(v)=\sigma^{\prime}(v) \quad \forall v \in W .
$$

We say that a configuration $\sigma \in \mathcal{X}$ displays:

- A vertical bridge in column $c$ if all sites of column $c$ are occupied by particles of the same type, namely

$$
\sigma_{\mid c}=\mathbf{a}_{\mid c} \quad \text { or } \quad \sigma_{\mid c}=\mathbf{b}_{\mid c} ;
$$

- A horizontal bridge in row $r$ if all sites of row $r$ are occupied by particles of the same type, namely

$$
\sigma_{\mid r}=\mathbf{a}_{\mid r} \quad \text { or } \quad \sigma_{\mid r}=\mathbf{b}_{\mid r} ;
$$

- A vertical quasi-bridge in column $c$ if all sites but one of column $c$ are occupied by particles of the same type, i.e. if there exists $v \in c$ such that $\sigma(v)=0$ and

$$
\sigma_{\mid c \backslash\{v\}}=\mathbf{a}_{\mid c \backslash\{v\}} \quad \text { or } \quad \sigma_{\mid c \backslash\{v\}}=\mathbf{b}_{\mid c \backslash\{v\}} ;
$$

- A horizontal quasi-bridge in row $r$ if all sites but one of row $r$ are occupied by particles of the same type, i.e. if there exists $v \in r$ such that $\sigma(v)=0$ and

$$
\sigma_{\mid r \backslash\{v\}}=\mathbf{a}_{\mid r \backslash\{v\}} \quad \text { or } \quad \sigma_{\mid r \backslash\{v\}}=\mathbf{b}_{\mid r \backslash\{v\}} ;
$$

- A cross if it has both a vertical bridge and a horizontal bridge;
- A quasi-cross if it has both a vertical quasi-bridge and an horizontal quasibridge.

We will talk of gray bridges when they consist of particles of type A (i.e. they agree with a), and of black bridges when they consist of particles of type B (i.e. they agree with b). Analogously, we distinguish between black and gray quasi-bridges and crosses. Some examples are given in Figures 7.5 and 7.6.
Lemma 7.3.2 (Geometric features of admissible configurations). In an admissible configuration $\sigma \in \mathcal{X}$ the following properties hold:
(i) Two bridges of different colors cannot be perpendicular to each other;
(ii) A bridge and quasi-bridge of different colors cannot be perpendicular to each other;
(iii) Two quasi-bridges of different colors and perpendicular to each other must meet in their empty site;
(iv) A (quasi-)bridge can have another (quasi-)bridge in adjacent row/column only if they are of the same color.


Figure 7.5: Examples of configurations on the $8 \times 8$ toric grid displaying bridges and quasi-bridges

The proof of Lemma 7.3.2 is immediate by looking at the hard-core constraints between unlike particles arising at the site in which the two bridges or quasi-bridges meet for statements (i)-(iii) and at the neighboring sites belonging to adjacent rows/columns for statement (iv), see for instance Figure 7.5.

We call a quasi-cross monochromatic if the two quasi-bridges it consists of are of the same color, and bichromatic otherwise. Lemma 7.3.2(iii) implies that the two quasi-bridges of a bichromatic quasi-cross must intersect in their unique empty site. Furthermore, in view of Lemma 7.3.2(i), a cross can only be monochromatic and thus this distinction is not relevant for crosses.

(a) A monochromatic (black) quasicross

(b) A monochromatic (gray) quasicross

(c) A bichromatic quasi-cross

Figure 7.6: Examples of configurations on the $8 \times 8$ toric grid displaying quasi-crosses
The next two lemmas show that bridges are the unique particle displacements with zero energy wastage in a given row/column, regardless of the chosen boundary conditions. In addition, only in the case of toric grid graphs, we give an equivalent characterization of quasi-bridges. Lemmas 7.3.3 and 7.3.4 are stated and proved for rows and horizontal (quasi-)bridges, since those for columns and vertical (quasi-)bridges are analogous.

Lemma 7.3.3 (Bridges and quasi-bridges characterization on toric grid graphs). Let $\sigma$ be an admissible Widom-Rowlison configuration on a toric grid graph $\Lambda_{K, L}^{T}$. Then,
(i) $U^{r}(\sigma)=0 \Longleftrightarrow \sigma$ has a horizontal bridge in row $r$;
(ii) $U^{r}(\sigma)=1 \Longleftrightarrow \sigma$ has a horizontal quasi-bridge in row $r$.

In particular, if $\sigma$ has no bridges nor quasi-bridges in row $r$, then $U^{r}(\sigma) \geq 2$.
Proof. The implications $(\mathrm{i}) \Leftarrow$ and $(\mathrm{ii}) \Leftarrow$ are immediate by definition of (quasi)bridge and (7.9). For the converse implications, is enough to observe that, in order to have particles of different types in the same row $r$, there are at least two empty sites separating each gray cluster from the black particles, due to the toric boundary conditions, and, hence, one would have $U^{r}(\sigma) \geq 2$. Thus, all particles residing in row $r$ are of the same type and their number is automatically determined by the value of the energy wastage $U^{r}(\sigma)$.

Lemma 7.3.4 (Characterization of bridges in open grid graphs). Let $\sigma$ be an admissible Widom-Rowlison configuration on an open grid graph $\Lambda_{K, L}^{O}$. Then,

$$
U^{r}(\sigma)=0 \Longleftrightarrow \sigma \text { has a horizontal bridge in row } r .
$$

Proof. The implication $\Leftarrow$ is immediate in view of (7.9) and the definition of a bridge. Assume by contradiction that $\sigma$ does not have a horizontal bridge in row $r$. If $\sigma$ has only particles of one color in row $r$ and does not display a bridge there, then the number of particle in row $r$ must be strictly less than $L$, so by definition of energy wastage $U^{r}(\sigma)>0$, contradiction. If instead $\sigma$ has particles of both types in row $r$, there has to be at least one empty site separating the gray cluster(s) from the black cluster(s), and thus $U^{r}(\sigma) \geq 1$, which is again a contradiction.

The fact that $\mathbf{a}$ and $\mathbf{b}$ are the only two stable states of the Widom-Rowlison model on grid graphs is an immediate consequence of the previous two lemmas and is formalized in the next proposition.
Proposition 7.3.5 (Stable states of the Widom-Rowlison model on grid graphs). For any $K \times L$ grid graph $\Lambda$, regardless of the boundary conditions,

$$
\min _{\sigma \in \mathcal{X}} H(\sigma)=-K L \quad \text { and } \quad \mathcal{X}^{s}=\{\mathbf{a}, \mathbf{b}\} .
$$

Proof. At most one particle can reside in each site, so there cannot be more than $N$ particles on $\Lambda$ and trivially $\min _{\sigma \in \mathcal{X}} H(\sigma) \geq-N$. Moreover, by definition of $\mathbf{a}$ and $\mathbf{b}$ it follows that $H(\mathbf{a})=-N=H(\mathbf{b})$. To conclude the proof, we then only need to show that $H(\sigma)>-N$ for every $\sigma \in \mathcal{X} \backslash\{\mathbf{a}, \mathbf{b}\}$. Since $\sigma \neq \mathbf{a}, \mathbf{b}$, there exists a row $r$ such that $\sigma_{\mid r} \neq \mathbf{a}_{\mid r}$ and $\sigma_{\mid r} \neq \mathbf{b}_{\mid r}$. In view of Lemma 7.3.3 (if $\Lambda$ is a toric grid) and Lemma 7.3 .4 (if $\Lambda$ is an open grid), the energy wastage in row $r$ is strictly positive and thus $H(\sigma)=U(\sigma)-N>$ $-N$.

### 7.4 PROOFS FOR TORIC GRIDS

This section is devoted to the analysis of the energy landscape of the WidomRowlison model on the toric grid graph $\Lambda_{K, L}^{T}$, which leads to the proof of Theorem 7.3.1(i) and (ii).

The section is organized as follows. First, we present a lower bound for the communication height between the two stable states $\mathbf{a}$ and $\mathbf{b}$, see Proposition 7.4.1. We then introduce a reduction algorithm, which is then used in Proposition 7.4.2 to build a reference path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$, which shows that the lower bound given in Proposition 7.4.1 is sharp, concluding the proof of Theorem 7.3.1(i). Lastly, we use again the reduction algorithm to construct a specific path from every admissible configuration $\sigma \neq \mathbf{a}, \mathbf{b}$ to one of the two stable states and prove in this way Theorem 7.3.1(ii).

Proposition 7-4.1 (Lower bound for $\Phi(\mathbf{a}, \mathbf{b})$ ). Consider the Widom-Rowlison model on the $K \times L$ toric grid $\Lambda_{K, L}^{T}$ with $K \leq L$ and $(K, L) \neq(2,2),(2,3)$. The communication height between $\mathbf{a}$ and $\mathbf{b}$ in the corresponding energy landscape satisfies

$$
\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) \geq \begin{cases}2 K & \text { if } K=L  \tag{7.11}\\ 2 K+1 & \text { if } K<L\end{cases}
$$

Proof. We need to show that in every path $\omega: \mathbf{a} \rightarrow \mathbf{b}$ there is at least one configuration with energy wastage greater than or equal to $\min \{2 K+1,2 L\}$. Take a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right)$ from a to $\mathbf{b}$. Without loss of generality, we may assume that there are no void moves in $\omega$, i.e. at every step either a particle is added or a particle is removed, so that $H\left(\omega_{i+1}\right)=H\left(\omega_{i}\right) \pm 1$ for every $1 \leq i \leq n-1$. By virtue of definition (7.5), if two admissible configurations $\sigma, \sigma^{\prime} \in \mathcal{X}$ with $\mathfrak{d}\left(\sigma, \sigma^{\prime}\right)=1$ are such that $\sigma$ does not display a black bridge in a certain row/column and $\sigma^{\prime}$ instead does, then $\sigma$ must have a quasi-bridge in that row / column. Moreover in this case $H\left(\sigma^{\prime}\right)=H(\sigma)+1$, since the bridge is created by adding a particle of type B in the only empty site of that row/column. Since $\mathbf{a}$ has no black bridges, while $\mathbf{b}$ does, at some point along the path $\omega$ there must be an index $m^{*}$ such that configuration $\omega_{m^{*}}$ that is the first to display a black bridge (horizontal or vertical) or a black quasi-cross. Clearly $m^{*}>2$. We claim that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq \min \{2 K+1,2 L\}
$$

We distinguish the following three cases:
(a) $\omega_{m^{*}}$ displays a black vertical bridge only;
(b) $\omega_{m^{*}}$ displays a black horizontal bridge only;
(c) $\omega_{m^{*}}$ displays a black quasi-cross.

Note that in case (c) we do not exclude the possibility that a black quasi-cross is created simultaneously with a black bridge.

For case (a), let $c^{*}$ be the column where $\omega_{m^{*}}$ displays the black vertical bridge. The previous configuration $\omega_{m^{*}-1}$ along the path $\omega$ differs from $\omega_{m^{*}}$ in exactly one site, say $v^{\prime} \in c^{*}$. By construction, $\omega_{m^{*}-1}\left(v^{\prime}\right)=0$ and $\omega_{m^{*}-1}$ has a black vertical quasi-bridge in column $c^{*}$. In any row the configuration $\omega_{m^{*}-1}$ cannot display

- a black bridge, by definition of $m^{*}$;
- a black quasi-bridge, since otherwise $\omega_{m^{*}-1}$ would have a black quasicross together with the quasi-bridge in column $c^{*}$, violating the definition of $m^{*}$;
- a gray bridge, which cannot coexist with the black vertical quasi-bridge, in view of Lemma 7.3.2(ii);
- a gray quasi-bridge, since the black bridge in column $c^{*}$ could not be created with a single-site update, as illustrated in Figure 7.7.


Figure 7.7: Three single-site updates are needed to create a black bridge in column $c^{*}$, since all the three sites in the dashed box must be updated

Therefore, by Lemma $7.3 .3 U^{r_{i}}\left(\omega_{m^{*}-1}\right) \geq 2$ for every $i=0, \ldots, K-1$ and hence

$$
\begin{equation*}
U\left(\omega_{m^{*}-1}\right) \geq \sum_{i=0}^{K-1} U^{r_{i}}\left(\omega_{m^{*}-1}\right) \geq 2 K \tag{7.12}
\end{equation*}
$$

If $U\left(\omega_{m^{*}-1}\right) \geq 2 K+1$, then the proof is complete. Suppose instead that $U\left(\omega_{m^{*}-1}\right)=2 K$ and consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update, and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.13}
\end{equation*}
$$

Suppose first that $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 K-1$, which means that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$. The site where such a particle is added cannot be $v^{\prime}$, otherwise the definition of $m^{*}$ would be violated. All the other sites in column $c^{*}$ are already occupied, hence $\omega_{m^{*}-2}$ is identical to $\omega_{m^{*}-1}$ in column $c^{*}$. In particular, $\omega_{m^{*}-2}$ has a black quasi-bridge in column $c^{*}$ as well. The configuration $\omega_{m^{*}-2}$ cannot have any horizontal bridge, since the existence of a black bridge would contradict the definition of $m^{*}$ and that of a gray bridge is impossible by Lemma 7.3.2(ii). Since $U\left(\omega_{m^{*}-2}\right)=2 K-1$, by the pigeonhole principle there exists then at least one row, say $r^{\prime}$, with $U^{r^{\prime}}\left(\omega_{m^{*}-2}\right)=1$, which means that $\omega_{m^{*}-2}$ has a horizontal quasi-bridge in row $r^{\prime}$. Such a horizontal quasi-bridge cannot be black, otherwise $\omega_{m^{*}-2}$ would have a quasi-cross, violating the definition of $m^{*}$. By Lemma 7.3.2(iii) and the presence of a black quasi-bridge in column $c^{*}$, a gray quasi-bridge could exist only in the row containing site $v^{\prime}$. However, in this case it would then be impossible to obtain a black vertical bridge in only two single-site updates, since the minimum number of steps required is three, as illustrated in Figure 7.7. Therefore, it is not possible that $U\left(\omega_{m^{*}-2}\right)=$ $2 K-1$ and, combining (7.12) and (7.13), we deduce that

$$
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)+1=2 K+1
$$

which concludes the proof of case (a).
For case (b) we can argue as in case (a), but interchanging the role of rows and columns, and obtain that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq 2 L+1
$$

For case (c), let $r^{*}$ and $c^{*}$ be respectively the row and the column where the black quasi-cross lies in configuration $\omega_{m^{*}}$ and let $v^{*}$ the site where they intersect. We distinguish two scenarios: (c1) the quasi-cross has exactly one empty site, which has to be $v^{*}$, and (c2) the quasi-cross has exactly two empty sites both different from $v^{*}$. Figure 7.8 illustrates these two possible scenarios.

Consider scenario (c1) first. The previous configuration $\omega_{m^{*}-1}$ along the path $\omega$ differs from $\omega_{m^{*}}$ in exactly one site, say $v^{\prime}$. By definition of $m^{*}$, configuration $\omega_{m^{*}-1}$ does not display a quasi-cross, so such a site $v^{\prime}$ has to lie either in row $r^{*}$, to which we refer as case (c1.i) (see Figure 7.9a), or in column $c^{*}$, to which we refer as case (c1.ii) (see Figure 7.9b). Furthermore, note that the quasi-cross present in $\omega_{m^{*}}$ could only have been created by the addition of a black particle, hence $\omega_{m^{*}-1}\left(v^{\prime}\right)=0$ and $\omega_{m^{*}}\left(v^{\prime}\right)=\mathbf{b}\left(v^{\prime}\right)$.

In case (c1.i) $\omega_{m^{*}-1}$ is such that $v^{\prime}$ lies in row $r^{*}$, as in Figure 7.9a. Then $U^{*^{*}}\left(\omega_{m^{*}-1}\right)=2$, since row $r^{*}$ has exactly two empty sites, and $U^{r}\left(\omega_{m^{*}-1}\right) \geq 2$ for all rows $r \neq r^{*}$, since none of them can display a black bridge or quasi-


Figure 7.8: Schematic representation of the two possible scenarios when the configuration $\omega_{m^{*}}$ displays a black quasi-cross


Figure 7.9: Schematic representation of configuration $\omega_{m^{*}-1}$ in case (c1)
bridge (by definition of $m^{*}$ ) and neither a gray bridge or quasi bridge (by Lemma 7.3.2). Hence,

$$
U\left(\omega_{m^{*}-1}\right)=\sum_{i=0}^{K-1} U^{r_{i}}\left(\omega_{m^{*}-1}\right) \geq 2 K
$$

If $U\left(\omega_{m^{*}-1}\right) \geq 2 K+1$, then the proof of case (c1.a) is complete. Suppose instead that $U\left(\omega_{m^{*}-1}\right)=2 K$ and consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, the configuration $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.14}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 K-1$, which means that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$. By virtue of the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have at least one row, say $r^{\prime}$, such that $U^{r^{\prime}}\left(\omega_{m^{*}-2}\right) \leq 1$. In view of Lemma 7.3.3, $\omega_{m^{*}-2}$ then has to display a bridge or a quasi-bridge in row $r^{\prime}$, which leads to a contradiction, since on this row $\omega_{m^{*}-2}$ cannot have

- a black horizontal bridge, by definition of $m^{*}$;
- a black horizontal quasi-bridge, since otherwise $\omega_{m^{*}-2}$ would have a quasi-cross in row $r^{\prime}$ and column $c^{*}$, violating the definition of $m^{*}$;
- a gray horizontal bridge or quasi-bridge, due to the presence of the black vertical quasi-bridge in column $c^{*}$ in view of Lemma 7.3.2.

Hence, since $U\left(\omega_{m^{*}-1}\right)=2 K$, we deduce from (7.14) that

$$
U\left(\omega_{m^{*}-2}\right)=2 K+1,
$$

which concludes the proof of case (ct.i).
In case (cr.ii) we can argue similarly to case (c1.i), by interchanging the role of rows and columns, and obtain that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq 2 L+1 \geq 2 K+1
$$

Consider now case (c2). We distinguish three scenarios, illustrated in Figure 7.10, depending where the last particle (that created the quasi-cross in configuration $\omega_{m^{*}}$ ) has been added: (c2.i) in a site $v^{\prime} \neq v^{*}$ in row $r^{*}$ or (c2.ii) in a site $v^{\prime} \neq v^{*}$ in column $c^{*}$ or (c2.iii) in the site $v^{\prime}=v^{*}$.

In case (c2.i), let $c^{\prime}$ be the column where site $v^{\prime}$ lies. We first notice that configuration $\omega_{m^{*}-1}$ cannot have a vertical gray bridge or quasi-bridge in column $c^{\prime}$, since otherwise it would not be possible to add a black particle in site $v^{\prime}$, see Figure 7.10a.

Moreover $\omega_{m^{*}-1}$ has no horizontal black quasi-bridges, since any of them would create, together with column $c^{*}$, a quasi-cross, violating the definition of $m^{*}$.

Suppose first that configuration $\omega_{m^{*}-1}$ has a vertical black quasi-bridge in column $c^{\prime}$, as in Figure 7.11, which means that

$$
\begin{equation*}
U^{c^{\prime}}\left(\omega_{m^{*}-1}\right)=1 \tag{7.15}
\end{equation*}
$$

By virtue of Lemma 7.3.2, there cannot be any horizontal gray bridges or quasibridges. Furthermore, $\omega_{m^{*}-1}$ has no horizontal black quasi-bridges, which would create a quasi-cross together with column $c^{\prime}$, violating again the definition of $m^{*}$. In view of Lemma 7.3.3, $U^{r}\left(\omega_{m^{*}-1}\right) \geq 2$ for every row $r$ and thus

$$
U\left(\omega_{m^{*}-1}\right) \geq 2 K
$$



Figure 7.10: Schematic representation of the three possible scenarios in case (c2)


Figure 7.11: Schematic representation of configuration $\omega_{m^{*}-1}$ in scenario (c2.i) with a quasi-bridge in column $c^{\prime}$

If $U\left(\omega_{m^{*}-1}\right) \geq 2 K+1$, then the proof is complete. Suppose instead that $U\left(\omega_{m^{*}-1}\right)=2 K$ and consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.16}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 K-1$, which means that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$. By virtue of the the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have at least one row, say $r^{\prime}$, such that $U^{r^{\prime}}\left(\omega_{m^{*}-2}\right) \leq 1$. In view of Lemma 7.3.3, $\omega_{m^{*}-2}$ has then to display a bridge or a quasi-bridge in row $r^{\prime}$. If $r^{\prime}=r^{*}$, then $\omega_{m^{*}-2}$ would have a black quasi-cross or a black bridge, violating the definition of $m^{*}$. If $r^{\prime} \neq r^{*}$, then we also obtain a contradiction, since in row $r^{\prime} \omega_{m^{*}-2}$ cannot have

- a black bridge, by definition of $m^{*}$;
- a black quasi-bridge, since otherwise $\omega_{m^{*}-2}$ would have a quasi-cross in row $r^{\prime}$ and column $c^{*}$, violating the definition of $m^{*}$;
- a gray bridge or quasi-bridge, due to the presence of a black quasibridge in column $c^{*}$ and Lemma 7.3.2.

Hence, $U\left(\omega_{m^{*}-2}\right) \neq 2 K-1$, and from (7.16) it follows that

$$
U\left(\omega_{m^{*}-2}\right)=2 K+1
$$

Suppose now that configuration $\omega_{m^{*}-1}$ does not have a vertical black quasibridge in column $c^{\prime}$. By virtue of Lemma 7.3.3, $U^{c^{\prime}}\left(\omega_{m^{*}-1}\right) \geq 2$. We first consider the case where

$$
\begin{equation*}
U^{c^{\prime}}\left(\omega_{m^{*}-1}\right)=2 \tag{7•17}
\end{equation*}
$$

so that $U^{c^{\prime}}\left(\omega_{m^{*}}\right)=1$, which means that $\omega_{m^{*}}$ has an additional quasi-cross, namely the one lying in row $r^{*}$ and column $c^{\prime}$, see Figure 7.12. In this case, we can conclude the proof by looking at this other quasi-cross and arguing as in sub-case (3) of scenario (c2.iii), which will be presented later.

Therefore, in view of (7.15) and (7.17), we can assume

$$
\begin{equation*}
U^{c^{\prime}}\left(\omega_{m^{*}-1}\right) \geq 3 \tag{7.18}
\end{equation*}
$$

We then distinguish three sub-cases, depending on whether $\omega_{m^{*}-1}$ has (1) no vertical quasi-bridges (see Figure 7.13a) or (2) at least one gray vertical quasibridge and no black vertical quasi-bridges (see Figure 7.13b) or (3) at least one black vertical quasi-bridge (see Figure 7.14).


Figure 7.12: Schematic representation of configuration $\omega_{m^{*}}$ with two quasi-crosses


Figure 7.13: Schematic representation of the sub-cases (1) and (2) of scenario (c2.i) when condition (7.18) is satisfied

In sub-case (1), $\omega_{m^{*}-1}$ has no vertical quasi-bridges except the one in column $c^{*}$, so by Lemma $7.3 .3 U^{c}\left(o_{m^{*}-1}\right) \geq 2$ for every $c \neq c^{*}$. This fact and (7.18) yield

$$
U\left(\omega_{m^{*}-1}\right)=\sum_{j=0}^{L-1} U^{c_{j}}\left(\omega_{m^{*}-1}\right) \geq 2 L
$$

and the proof of sub-case (1) is completed.

In sub-case (2), $\omega_{m^{*}-1}$ can have only one vertical gray quasi-bridge and it must lie in column $c^{\prime \prime}$ by Lemma 7.3.2, see Figure 7.13b. Lemma $7.3 \cdot 3$ gives
$U^{c^{\prime \prime}}\left(\omega_{m^{*}-1}\right)=1$. All the columns $c \neq c^{*}, c^{\prime \prime}, c^{\prime \prime \prime}$ do not display a vertical quasibridge, so $U^{c}\left(\omega_{m^{*}-1}\right) \geq 2$ by Lemma 7.3.3. These facts and (7.18) yield

$$
U\left(\omega_{m^{*}-1}\right)=\sum_{j=0}^{L-1} U^{c_{j}}\left(\omega_{m^{*}-1}\right) \geq 2 L-1
$$

If $U\left(\omega_{m^{*}-1}\right) \geq 2 L$, the proof is complete. Suppose instead that $U\left(\omega_{m^{*}-1}\right)=$ $2 L-1$ and consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.19}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 L-2$, which means that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$. Such a particle cannot lie in site $v^{\prime}$, otherwise $\omega_{m^{*}-2}$ would have a quasi-cross, violating the definition of $m^{*}$. Furthermore, by virtue of the the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have at least two horizontal quasi-bridges or one horizontal bridge, which cannot exists neither black or gray by Lemma 7.3.2 due to the presence of the black quasi-bridge in column $c^{*}$ and the gray quasi-bridge in column $c^{\prime \prime}$. Hence, $U\left(\omega_{m^{*}-2}\right) \neq 2 L-2$, and from (7.19) it follows that

$$
U\left(\omega_{m^{*}-2}\right)=2 L
$$

which completes the proof of sub-case (2).
Consider now sub-case (3), which is illustrated in Figure 7.14.
Since none of the rows can display a bridge or a quasi-bridge without contradicting Lemma 7.3 .2 or violating the definition of $m^{*}$, it follows from Lemma 7.3.3 that

$$
U\left(\omega_{m^{*}-1}\right) \geq 2 K
$$

If $U\left(\omega_{m^{*}-1}\right) \geq 2 K+1$, the proof of the sub-case is complete. Consider now the remaining case, namely $U\left(\omega_{m^{*}-1}\right)=2 K$. Consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, the configuration $\omega_{m^{*-2}}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.20}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 K-1$, so that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$ (in a site which cannot be $v^{\prime}$ ). Thanks to the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have at least one row with energy wastage strictly less than 2 . On such a row $\omega_{m^{*}-2}$ then has to display a bridge or a quasi-bridge, thanks to Lemma 7.3.3.


Vertical black quasi-bridge in a column different from $c^{\prime \prime}$ with empty site aligned with that of $c^{*}$


Vertical black quasi-bridge in a column different from $c^{\prime \prime}$ with empty site not aligned with that of $c^{*}$


Vertical black quasi-bridge in column $c^{\prime \prime}$
Figure 7.14: Schematic representation of $\omega_{m^{*}-1}$ in sub-case (3) of scenario (c2.i) when condition (7.18) is satisfied

Since $\omega_{m^{*}-2}$ has all the vertical black quasi-bridges that $\omega_{m^{*}-1}$ has, it is impossible for $\omega_{m^{*}-2}$ to display

- a black horizontal bridge, by definition of $m^{*}$;
- a black horizontal quasi-bridge, since otherwise it would create a quasicross together with the vertical quasi-bridge in column $c^{*}$, violating the definition of $m^{*}$;
- a gray horizontal bridge by Lemma 7.3.2, due to the presence of the vertical black quasi-bridge in column $c^{*}$, see Figure 7.14;
- a gray horizontal quasi-bridge, since every row has either a black particle or two empty sites, see Figure 7.14.

Hence, $U\left(\omega_{m^{*}-2}\right) \neq 2 K-1$, and from (7.20) it follows that

$$
U\left(\omega_{m^{*}-2}\right)=2 K+1
$$

which completes the proof of sub-case (3).
In scenario (c2.ii), the configuration $\omega_{m^{*}-1}$ preceding $\omega_{m^{*}}$ along the path $\omega$ cannot have any vertical quasi-bridge, since it would create a quasi-cross together with row $r^{*}$. We distinguish two sub-cases, depending on whether $\omega_{m^{*}-1}$ has (1) no gray vertical quasi-bridges, see Figure 7.15a, or (2) at least one gray vertical quasi-bridge, see Figure 7.15 b.


Figure 7.15: Schematic representation of the two sub-cases in scenario (c2.ii)
In sub-case (1), by Lemma 7.3.3 $U^{c}\left(\omega_{m^{*}-1}\right) \geq 2$ in every column $c$ and hence

$$
U\left(\omega_{m^{*}-1}\right) \geq 2 L
$$

In sub-case (2), it is clear that there can be only one gray vertical quasi-bridge, which intersects row $r^{*}$ in the empty site different from $v^{*}$. By looking at the energy wastage in columns and arguing similarly to the final part of sub-case (2) of scenario (c2.i), we can conclude that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq 2 L
$$

Consider now scenario (c2.iii). By definition of $m^{*}, \omega_{m^{*}-1}$ does not have any black bridge and by Lemma 7.3.3 it cannot have any gray bridge either. We distinguish three sub-cases, depending on whether $\omega_{m^{*}-1}$ has (1) no vertical quasi-bridges, see Figure 7.16a, (2) gray vertical quasi-bridges, but no black vertical quasi-bridges, see Figure $7.16 b$, or (3) black vertical quasi-bridges, see Figure 7.17.

In sub-case (1), by Lemma 7.3.3 $U^{c}\left(\omega_{m^{*}-1}\right) \geq 2$ in every column $c$ and hence

$$
U\left(\omega_{m^{*}-1}\right) \geq 2 L
$$

In sub-case (2), $\omega_{m^{*}-1}$ can have only one vertical gray quasi-bridge and it must lie in column $c^{\prime}$ by Lemma 7.3.2, see Figure 7.16b. Lemma 7.3.3 gives $U^{c^{\prime}}\left(o_{m^{*}-1}\right)=1$. All the columns $c \neq c^{\prime}$ do not display a vertical quasi-bridge, so $U^{c}\left(o_{m^{*}-1}\right) \geq 2$ by Lemma 7.3.3. These facts and (7.18) yield

$$
U\left(\omega_{m^{*}-1}\right)=\sum_{j=0}^{L-1} U^{c_{j}}\left(o_{m^{*}-1}\right) \geq 2 L-1
$$

If $K<L$, then $U\left(\omega_{m^{*}-1}\right) \geq 2 L-1 \geq 2 K+1$ and the proof of sub-case (2) is complete. If $K=L$ and $U\left(\omega_{m^{*}-1}\right) \geq 2 L$, then the proof is also complete. Suppose instead that $K=L$ and $U\left(\omega_{m^{*}-1}\right)=2 L-1=2 K-1$ and consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.21}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 K-2$, which means that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$. By virtue of the the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have at least two horizontal quasi-bridges or one horizontal bridge, which cannot exists neither black or gray by Lemma 7.3.2 due to the presence of the black quasi-bridge in column $c^{*}$ and the gray quasi-bridge in column $c^{\prime}$. Hence, $U\left(\omega_{m^{*}-2}\right) \neq 2 K-1$, and from the fact that $U\left(\omega_{m^{*}-1}\right)=2 K-1$ and (7.21) it follows that

$$
U\left(\omega_{m^{*}-2}\right)=2 K
$$

which completes the proof of sub-case (2).


Figure 7.16: Schematic representation of sub-cases (1) and (2) in scenario (c2.iii)
In sub-case (3), illustrated in Figure $7 \cdot 17$ the presence of a vertical black quasi-bridge in a column $c^{\prime \prime} \neq c^{*}$ means that there are no horizontal quasi-
bridges in $\omega_{m^{*}-1}$. Indeed the presence of a horizontal black quasi-bridge together with the quasi-bridge in column $c^{\prime \prime}$ would create a quasi-cross, violating the definition of $m^{*}$. Furthermore, it is impossible for $\omega_{m^{*}-1}$ to have a horizontal gray quasi-bridge, since every row has either a black particle or two empty sites, see Figure 7.17.

$\omega_{m^{*}-1}$ with the empty site of column $c^{\prime}$ in row $r^{*}$

$\omega_{m^{*}-1}$ with the empty site of column $c^{\prime}$ aligned with that of column $c^{*}$

$\omega_{m^{*}-1}$ with the empty site of column $c^{\prime}$ not in row $r^{*}$ and not aligned with that of column $c^{*}$

Figure 7.17: Schematic representation of configuration $\omega_{m^{*}-1}$ in sub-case (3) of (c2.iii)
Since trivially $\omega_{m^{*}-1}$ displays no bridges either, by applying Lemma 7.3.3 to the rows, we get

$$
U\left(\omega_{m^{*}-1}\right) \geq 2 K
$$

If $U\left(\omega_{m^{*}-1}\right) \geq 2 K+1$, then the proof of sub-case (3) is complete. Suppose instead that $U\left(\omega_{m^{*}-1}\right)=2 K$ and consider the configuration $\omega_{m^{*}-2}$ preceding
$\omega_{m^{*}-1}$ in the path $\omega$. By construction, the configuration $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.22}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=2 K-1$, so that configuration $\omega_{m^{*}-2}$ has exactly one more particle than configuration $\omega_{m^{*}-1}$. Thanks to the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have at least one row, say $r^{\prime}$ with energy wastage strictly less than 2 . On such a row $\omega_{m^{*}-2}$ then has to display a bridge or a quasi-bridge, thanks to Lemma 7.3.3. This leads to a contradiction, since $\omega_{m^{*}-2}$ cannot have in row $r^{\prime}$

- a black bridge, by definition of $m^{*}$;
- a black quasi-bridge, since otherwise $\omega_{m^{*}-2}$ would have a quasi-cross in row $r^{\prime}$ and column $c^{\prime \prime}$, violating the definition of $m^{*}$;
- a gray bridge or quasi-bridge, since every row has either a black particle or two empty sites, see Figure 7.17.

Hence, by (7.22) we obtain that

$$
U\left(\omega_{m^{*}-2}\right)=2 K+1
$$

## Reduction algorithm for toric grids

We now describe an iterative procedure, to which we will refer as reduction algorithm that builds a path $\omega$ from a suitable initial configuration $\sigma$ to the stable state $\mathbf{b}$. We require that the initial configuration $\sigma$ has no gray particles in the first vertical stripe $C_{1}$ (or equivalently in the first two columns, since $C_{1}=c_{0} \cup c_{1}$ ), i.e.

$$
\begin{equation*}
\sum_{v \in C_{1}} \mathbb{1}_{\{\sigma(v)=\mathbf{a}(v)\}}=0 \tag{7.23}
\end{equation*}
$$

The desired path $\omega$ is built as the concatenation of $L$ paths $\omega^{(1)}, \ldots, \omega^{(L)}$. For every $j$ along path $\omega^{(j)}$ the particles agreeing with a are removed from $j+1$-th column and simultaneously the $j$-th column is progressively changed to agree with $\mathbf{b}$. We will show that all configurations visited by $\omega$ are admissible and that the maximum energy achieved along the path $\omega$ is $H(\sigma)+1$. Path $\omega^{(j)}$ goes from $\sigma_{j}$ to $\sigma_{j+1}$, where we recursively define $\sigma_{1}=\sigma$ and

$$
\sigma_{j+1}(v)= \begin{cases}\sigma_{j}(v) & \text { if } v \in V \backslash\left(c_{j} \cup c_{j+1}\right) \\ \sigma_{j}(v) & \text { if } v \in c_{j+1} \text { and } \sigma(v)=\mathbf{b}(v), \\ \mathbf{b}(v) & \text { if } v \in c_{j}, \\ 0 & \text { if } v \in c_{j+1} \text { and } \sigma(v)=\mathbf{a}(v)\end{cases}
$$

for $j=1, \ldots, L$. Clearly, due to the periodic boundary conditions, the column indices $L$ and 0 should be identified. It can be checked that indeed $\sigma_{L+1}=\mathbf{b}$. We now describe in detail how to construct each of the paths $\omega^{(j)}$ for $j=1, \ldots, L$. We build a path $\omega^{(j)}=\left(\omega_{1}^{(j)}, \ldots, \omega_{2 K+1}^{(j)}\right)$ of length $2 K+1$ (but possibly with void moves), with $\omega_{1}^{(j)}=\sigma_{j}$ and $\omega_{2 K+1}^{(j)}=\sigma_{j+1}$. We repeat iteratively the following procedure for every $i=1, \ldots, 2 \mathrm{~K}$ :

- If $i \equiv 1(\bmod 2)$, consider site $v=(j+1,(i-1) / 2)$.
- If $\omega_{i}^{(j)}(v)=0$ or $\omega_{i}^{(j)}(v)=\mathbf{b}(v)$, we set $\omega_{i+1}^{(j)}(v)=\omega_{i}^{(j)}(v)$.
- If $\omega_{i}^{(j)}(v)=\mathbf{a}(v)$, then we remove the gray particle in site $v$ from configuration $\omega_{i}^{(j)}$, obtaining in this way the configuration $\omega_{i+1}^{(j)}$ such that $\omega_{i+1}^{(j)}(v)=0$ and thus $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)+1$.
- If $i \equiv 0(\bmod 2)$, consider site $v=(j, i / 2-1)$.
- If $\omega_{i}^{(j)}(v)=\mathbf{b}(v)$, we set $\omega_{i+1}^{(j)}(v)=\omega_{i}^{(j)}(v)=\mathbf{b}(v)$.
- If $\omega_{i}^{(j)}(v)=0$, then we add a black particle in site $v$, obtaining in this way a new configuration $\omega_{i+1}^{(j)}$ such that $\omega_{i+1}^{(j)}(v)=\mathbf{b}(v)$. This configuration is admissible because by construction there are no gray particles in any neighboring sites of $v$. In particular, the site at its right (that is site $v+(1,0)$ ) has possibly been emptied at the previous step, if there was a gray particle in it. Moreover, $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)-1$.

Note that for the last path $\omega^{(L)}$ all steps corresponding to odd values of $i$ are void (there are no gray particles in $c_{0}$ in configuration $\sigma$ by virtue of (7.23)). For every $j=1, \ldots, L$, the configurations $\sigma_{j}$ and $\sigma_{j+1}$ and the path $\omega^{(j)}$ are constructed in such a way that

$$
H\left(\sigma_{j+1}\right) \leq H\left(\sigma_{j}\right)
$$

since the number of black particles added in column $c_{j}$ is greater than or equal to the number of gray particles removed in column $c_{j+1}$. Moreover,

$$
\Phi_{\omega^{(j)}} \leq H\left(\sigma_{j}\right)+1
$$

since along the path $\omega^{(j)}$ every particle removal (if any) is always followed by a particle addition. These two properties imply that the path $\omega: \sigma \rightarrow \mathbf{b}$ created by concatenating $\omega^{(1)}, \ldots, \omega^{(L)}$ satisfies $\Phi_{\omega} \leq H(\sigma)+1$, and thus $\Phi(\sigma, \mathbf{b})-H(\sigma) \leq 1$.

Note that a similar procedure can also be used to construct a path with target configuration the stable state a, by inverting the role of gray and black
particles in the reduction algorithm we just described. It is possible to reduce a configuration $\sigma$ to a using this procedure if

$$
\begin{equation*}
\sum_{v \in C_{1}} \mathbb{1}_{\{\sigma(v)=\mathbf{b}(v)\}}=0 \tag{7.24}
\end{equation*}
$$

that is when $\sigma$ has no black particles in the first vertical stripe.
We now show how the reduction algorithm can be used to build a reference path between the two stable states. The maximum energy barrier along such a reference path matches the right-hand side of inequality (7.11), proving Theorem 7.3.1(i).

Proposition 7.4.2 (Reference path from a to $\mathbf{b}$ ). Consider the $K \times L$ toric grid graph $\Lambda_{K, L}^{T}$. There exists a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ in $\mathcal{X}$ such that

$$
\Phi_{\omega^{*}}-H(\mathbf{a})= \begin{cases}2 K & \text { if } K=L \\ 2 K+1 & \text { if } K<L\end{cases}
$$

Proof. We distinguish two cases, depending on whether (a) $K=L$ and (b) $K<L$.

Consider case (a) first. We will show that there exists a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ such that $\Phi_{\omega^{*}}-H(\mathbf{a})=2 K=2 L$. If $K=2, \omega^{*}$ is simply the path that gradually removes all the four gray particles that a has and then add four black particles one by one; one can immediately check that $\Phi_{\omega^{*}}-H(\mathbf{a})=4=2 K$. We henceforth assume that $K \geq 3$. We construct the path $\omega^{*}$ as concatenation of three paths, which we denote by $\omega^{(1)}, \omega^{(2)}$ and $\omega^{(3)}$, respectively.

We first build a path $\omega^{(1)}$ of length $4(K-1)+3$ as follows. First remove in two steps the gray particles in sites $(0,0)$ and $(0, K-1)$, obtaining configuration $\omega_{3}^{(1)}$ with energy $H\left(\omega^{(1)}\right)=H(\mathbf{a})+2$, as illustrated in Figure 7.18. Then, iteratively define configuration $\omega_{4+i}^{(1)}$ from $\omega_{4+i-1}^{(1)}$ for $i=0, \ldots, 4(K-2)+3$ as follows:

- If $i \equiv 0(\bmod 4)$, then $\omega_{4+i-1}^{(1)}$ is the configuration obtained from $\omega_{4+i}^{(1)}$ by removing the gray particle in site $\left(L-1,\left\lfloor\frac{i}{4}\right\rfloor\right)$.
- If $i \equiv 1(\bmod 4)$, then $\omega_{4+i-1}^{(1)}$ is the configuration obtained from $\omega_{4+i}^{(1)}$ by removing the gray particle in site $\left(1,\left\lfloor\frac{i}{4}\right\rfloor\right)$.
- If $i \equiv 2(\bmod 4)$, then $\omega_{4+i-1}^{(1)}$ is the configuration obtained from $\omega_{4+i}^{(1)}$ by removing the gray particle in site $\left(0,\left\lfloor\frac{i}{4}\right\rfloor+1\right)$.
- If $i \equiv 3(\bmod 4)$, then $\omega_{4+i-1}^{(1)}$ is the configuration obtained from $\omega_{4+i}^{(1)}$ by adding a black particle in site $\left(0,\left\lfloor\frac{i}{4}\right\rfloor\right)$.

Note that the move corresponding to $i=4(K-2)+2$ is void, since there is no particle in site $(0, K-1)$ to be removed, having been removed at the second

$\omega_{3}^{(1)}$

$\omega_{11}^{(1)}$

$\omega_{7}^{(1)}$

$\sigma^{\prime}$

Figure 7.18: Some snapshots of the path $\omega^{(1)}$ for $\Lambda_{8,8}^{T}$
step of $\omega^{(1)}$. Denote by $\sigma^{\prime}:=\sigma_{4(K-1)+3}^{(1)}$ the configuration obtained by this procedure, which has energy wastage

$$
U\left(\sigma^{\prime}\right)=H\left(\sigma^{\prime}\right)-H(\mathbf{a})=2 K-1
$$

The way the path $\omega^{(1)}$ is built guarantees that

$$
\begin{equation*}
\Phi_{\omega^{(1)}}-H(\mathbf{a})=\max _{\eta \in \omega^{(1)}} H(\eta)-H(\mathbf{a})=2 K . \tag{7.25}
\end{equation*}
$$

If $K=3$, the second path $\omega^{(2)}$ is not needed: Consider the configuration $\sigma^{\prime \prime \prime}$ obtained from $\sigma^{\prime}$ by removing the gray particle in the site $(1, K-1)$ and thus $H\left(\sigma^{\prime \prime \prime}\right)=H\left(\sigma^{\prime}\right)+1$. The configuration $\sigma^{\prime \prime \prime}$ satisfies the initial condition (7.23), so we can use the reduction algorithm to build the path $\omega^{(3)}$ from $\sigma^{\prime \prime \prime}$ to $\mathbf{b}$. The concatenation of $\omega^{(1)}$ and $\omega^{(3)}$ yields a path $\omega^{*}$ from $\mathbf{a}$ to $\mathbf{b}$ such that

$$
\Phi_{\omega^{*}}-H(\mathbf{a})=6=2 K
$$



Figure 7.19: Some snapshots of the path $\omega^{(2)}$ for $\Lambda_{8,8}^{T}$

Assume now that $K \geq 4$. In this case, we build a path $\omega^{(2)}$ of length $K(K-$ $4)+4$, which gradually enlarges the quasi-bridge (that configuration $\sigma^{\prime}$ has) to
obtain a configuration, say $\sigma^{\prime \prime}$, which has a "black rhombus" (see Figure 7.19) and energy wastage

$$
U\left(\sigma^{\prime \prime}\right)=H\left(\sigma^{\prime \prime}\right)-H(\mathbf{a})=2 K-2
$$

It is possible to construct the path $\omega^{(2)}$ by alternatively removing a (gray) particle and adding immediately after a (black) particle, so that

$$
\begin{equation*}
\Phi_{\omega^{(2)}}-H\left(\sigma^{\prime}\right)=\max _{\eta \in \omega^{(2)}} H(\eta)-H\left(\sigma^{\prime}\right)=1 \tag{7.26}
\end{equation*}
$$

Consider now configuration $\sigma^{\prime \prime \prime}$ obtained from $\sigma^{\prime \prime}$ by removing the gray particle in the site $(1, K-1)$ and thus $H\left(\sigma^{\prime \prime \prime}\right)=H\left(\sigma^{\prime \prime}\right)+1$. The configuration $\sigma^{\prime \prime \prime}$ satisfies the initial condition (7.23), so we can use the reduction algorithm to build the path $\omega^{(3)}$ from $\sigma^{\prime \prime \prime}$ to $\mathbf{b}$. As illustrated earlier, this procedure guarantees that

$$
\begin{equation*}
\Phi_{\omega^{(3)}}-H\left(\sigma^{\prime \prime \prime}\right)=\max _{\eta \in \omega^{(3)}} H(\eta)-H\left(\sigma^{\prime \prime \prime}\right)=1 \tag{7.27}
\end{equation*}
$$

In view of (7.25)-(7.27), the path $\omega^{*}$ obtained by concatenating $\omega^{(1)}, \omega^{(2)}$ and $\omega^{(3)}$ is such that

$$
\Phi_{\omega^{*}}-H(\mathbf{a})=\max _{\eta \in \omega^{*}} H(\eta)-H(\mathbf{a})=2 K
$$

In case (b), where $K<L$, we will show that there exists a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ such that $\Phi_{\omega^{*}}-H(\mathbf{a})=2 K+1$. We construct such a path $\omega^{*}$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \mathbf{a} \rightarrow \sigma^{*}$ and $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ for a suitable configuration $\sigma^{*} \in \mathcal{X}$. The configuration $\sigma^{*}$ is the admissible configuration that differs from a only in the sites of the first vertical stripe (see also Figure 7.20):

$$
\sigma^{*}(v):= \begin{cases}\mathbf{a}(v) & \text { if } v \in V \backslash C_{1} \\ 0 & \text { if } v \in C_{1}\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{2 K+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\mathbf{a}$ and $\omega_{2 K+1}^{(1)}=\sigma^{*}$ can be constructed as follows. For $i=1, \ldots, 2 K$, at step $i$ we remove from configuration $\omega_{i}^{(1)}$ the particle in site $\left(\left\lfloor\frac{i}{K}\right\rfloor, i-K \cdot\left\lfloor\frac{i}{K}\right\rfloor\right)$, increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(1)}$. Therefore the configuration $\sigma^{*}$ is such that $H\left(\sigma^{*}\right)-H(\mathbf{a})=2 K$ and

$$
\begin{equation*}
\Phi_{\omega^{(1)}}=H\left(\sigma^{*}\right)=H(\mathbf{a})+2 K \tag{7.28}
\end{equation*}
$$

The second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ is then constructed by means of the reduction algorithm presented before, which can be used since the configuration $\sigma^{*}$ satisfies condition (7.23). The algorithm guarantees that

$$
\begin{equation*}
\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1 \tag{7.29}
\end{equation*}
$$

The concatenation of $\omega^{(1)}$ and $\omega^{(2)}$ yields a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$, that, in view of (7.28) and (7.29), satisfies $\Phi_{\omega^{*}}=H(\mathbf{a})+2 K+1$.

a

$\omega_{2}^{(2)}$

$\omega_{18}^{(2)}$


$\omega_{16}^{(2)}$

b

Figure 7.20: Some snapshots of the reference path $\omega^{*}$ for $\Lambda_{8,9}^{T}$

We will now use again the reduction algorithm for toric grids to prove Theorem 7.3.1(ii).

Proof of Theorem 7.3.1(ii). We want to show that for every admissible configuration $\sigma \neq \mathbf{a}, \mathbf{b}$, the following inequality holds

$$
\Phi(\sigma,\{\mathbf{a}, \mathbf{b}\})-H(\sigma)<2 K
$$

Let $g$ be the number of gray particles that the configuration $\sigma$ has in the first vertical stripe, that is

$$
\begin{equation*}
g:=\sum_{v \in C_{1}} \mathbb{1}_{\{\sigma(v)=\mathbf{a}(v)\}} . \tag{7.30}
\end{equation*}
$$

We distinguish two scenarios, depending on whether (a) $g \geq 2 K-1$ or (b) $g<2 K-1$. In scenario (a) we will show that $\Phi(\sigma, \mathbf{a})-H(\sigma) \leq 1$, while in scenario (b) we will prove that $\Phi(\sigma, \mathbf{b})-H(\sigma)<2 K$.

Consider scenario (a) first, where $\sigma$ has at least $2 K-1$ gray particles in the first vertical stripe. This means that $\sigma$ has no black particles in the first vertical stripe and is then a suitable initial configuration for the reduction algorithm with target state a, since condition (7.24) is satisfied. Using this procedure, we obtain a path $\omega$ such that $\Phi(\sigma, \mathbf{a})-H(\sigma) \leq 1$, since at every step where a black particle is (possibly) removed, at the next step a gray particle is added.

As far as scenario (b) is concerned, let $\sigma^{*} \in \mathcal{X}$ be the configuration obtained from $\sigma$ by removing all the $g$ gray particles in the first vertical stripe, namely

$$
\sigma^{*}(v):= \begin{cases}\sigma(v) & \text { if } v \in V \backslash C_{1} \\ \sigma(v) & \text { if } v \in C_{1} \text { and } \sigma(v)=\mathbf{b}(v) \\ 0 & \text { if } v \in C_{1} \text { and } \sigma(v)=\mathbf{a}(v)\end{cases}
$$

Clearly $H\left(\sigma^{*}\right)-H(\sigma)=g$. We construct a path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{g+1}^{(1)}\right)$ from $\omega_{1}^{(1)}=\sigma$ to $\omega_{g+1}^{(1)}=\sigma^{*}$ as follows. For $i=1, \ldots, g$, at step $i$ we remove the first gray particle in lexicographic order from configuration $\omega_{i}^{(1)}$, obtaining in this way $\omega_{i+1}^{(1)}$, which is such that $H\left(\omega_{i+1}^{(1)}\right)=H\left(\omega_{i}^{(1)}\right)+1$. Thus,

$$
\begin{equation*}
\Phi_{\omega^{(1)}}=H\left(\sigma^{*}\right)=H(\sigma)+g . \tag{7.31}
\end{equation*}
$$

Note that the configuration $\sigma^{*}$ satisfies condition (7.23), since it has no gray particles in the first vertical stripe $C_{1}$. Thus, $\sigma^{*}$ is a suitable initial configuration for the reduction algorithm described before, which we can use to construct a path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ such that

$$
\begin{equation*}
\Phi_{\omega^{(2)}} \leq H\left(\sigma^{*}\right)+1 \tag{7.32}
\end{equation*}
$$

The concatenation of paths $\omega^{(1)}$ and $\omega^{(2)}$ yields a new path $\omega: \sigma \rightarrow \mathbf{b}$ that, in view of (7.31) and (7.32), satisfies inequality $\Phi_{\omega} \leq H(\sigma)+g+1$. Therefore, using (7.30), we get

$$
\Phi(\sigma, \mathbf{b})-H(\sigma) \leq g+1<2 K
$$

### 7.5 PROOFS FOR OPEN GRIDS

In this section we prove the structural properties for the energy landscape of the Widom-Rowlison model on the open grid graph $\Lambda_{K, L}^{O}$ given in Theorem 7.3.1(iii) and (iv).

We first prove a lower bound for the communication height between the two stable states $\mathbf{a}$ and $\mathbf{b}$, see Proposition $7 \cdot 5.1$ below. We then introduce a reduction algorithm, similar to the one described in the previous section. Using this algorithm, we exhibit in Proposition 7.5 .2 a reference path from $\mathbf{a}$ to $\mathbf{b}$ that attains that lower bound, completing in this way the proof of Theorem 7.3.1(iii). Lastly, we use again the reduction algorithm to construct a specific path from every configuration $\sigma \neq \mathbf{a}, \mathbf{b}$ to the subset $\{\mathbf{a}, \mathbf{b}\}$ and prove Theorem 7.3.1(iv).

Proposition 7.5.1 (Lower bound for $\Phi(\mathbf{a}, \mathbf{b})$ ). Consider the Widom-Rowlison model on the $K \times L$ open grid $\Lambda_{K, L}^{O}$. The communication height between $\mathbf{a}$ and $\mathbf{b}$ in the corresponding energy landscape satisfies

$$
\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) \geq \min \{K, L\}+1
$$

Proof. Without loss of generality, we may assume that $K \leq L$. We need to show that in every path $\omega: \mathbf{a} \rightarrow \mathbf{b}$ there is at least one configuration with energy wastage greater than or equal to $K+1$. Take a path $\omega=\left(\omega_{1}, \ldots, \omega_{n}\right) \in \Omega_{\mathbf{a}, \mathbf{b}}$. Without loss of generality, we may assume that there are no void moves in $\omega$, i.e. at every step either a particle is added or a particle is removed, so that $H\left(\omega_{i+1}\right)=H\left(\omega_{i}\right) \pm 1$ for every $1 \leq i \leq n-1$. Since a has no black bridges, while $\mathbf{b}$ does, at some point along the path $\omega$ there must be a configuration $\omega_{m^{*}}$ that is the first to display a black vertical bridge or a black horizontal bridge or both simultaneously (i.e. a black cross). We claim that

$$
\max \left\{U\left(\omega_{m^{*}-1}\right), U\left(\omega_{m^{*}-2}\right)\right\} \geq \min \{K, L\}+1
$$

We distinguish the following three cases:
(a) $\omega_{m^{*}}$ displays a black vertical bridge only;
(b) $\omega_{m^{*}}$ displays a black horizontal bridge only;
(c) $\omega_{m^{*}}$ displays a black cross.

These three cases cover all the possibilities, since the addition of a single particle cannot create two parallel bridges simultaneously.

For case (a), we claim that the energy wastage in every row is greater than or equal to one. Suppose by contradiction that there exists a row $r^{*}$ such that $U^{r^{*}}\left(\omega_{m^{*}}\right)=0$. Then, by Lemma 7.3.4, $\omega_{m^{*}}$ would have a bridge in row $r^{*}$. Such a bridge cannot be black, since otherwise $\omega_{m^{*}}$ would have a black cross, and neither gray, which by Lemma 7.3 .2 could not coexist with the black vertical
bridge that $\omega_{m^{*}}$ has, contradiction. Hence $U^{r}\left(\omega_{m^{*}}\right) \geq 1$ for every row $r$ and thus

$$
U\left(\omega_{m^{*}}\right) \geq \sum_{i=0}^{K-1} U^{r_{i}}\left(\omega_{m^{*}}\right) \geq K
$$

The previous configuration $\omega_{m^{*}-1}$ along the path $\omega$ differs from $\omega_{m^{*}}$ in exactly one site $v^{*}$, which is such that $\omega_{m^{*}-1}\left(v^{*}\right)=0$ and $\omega_{m^{*}}\left(v^{*}\right)=\mathbf{b}\left(v^{*}\right)$. Hence $U\left(\omega_{m^{*}-1}\right)=U\left(\omega_{m^{*}}\right)+1$ and therefore

$$
U\left(\omega_{m^{*}-1}\right) \geq K+1
$$

For case (b) we can argue as in case (a), but interchanging the role of rows and columns, and obtain that

$$
U\left(\omega_{m^{*}-1}\right) \geq L+1
$$

For case (c), let $r^{*}$ and $c^{*}$ be respectively the row and the column where the black cross lies in configuration $\omega_{m^{*}}$. The previous configuration $\omega_{m^{*}-1}$ along the path $\omega$ differs from $\omega_{m^{*}}$ in exactly one site, denoted by $v^{*}$, which has to be the site where row $r^{*}$ and column $c^{*}$ intersect (otherwise configuration $\omega_{m^{*}-1}$ would have a black bridge, violating the definition of $m^{*}$ ). Furthermore, $U^{c^{*}}\left(\omega_{m^{*}-1}\right) \geq 1$, since $\omega_{m^{*}-1}\left(v^{*}\right)=0$ by definition of $m^{*}$. We claim that the energy wastage of $\omega_{m^{*}-1}$ in all columns different from $c^{*}$ is also greater than or equal to one, namely

$$
\begin{equation*}
U^{c}\left(\omega_{m^{*}-1}\right) \geq 1 \quad \forall c \neq c^{*} \tag{7.33}
\end{equation*}
$$

These inequalities follow from Lemma 7.3.4 after noticing that in each of these $L-1$ columns configuration $\omega_{m^{*}-1}$ cannot display

- a black vertical bridge, by definition of $m^{*}$;
- a gray vertical bridge, since every column $c \neq c^{*}$ has at least one black particle (at the intersection with row $r^{*}$ ).

Summing the energy wastage of all columns we get

$$
\begin{equation*}
U\left(\omega_{m^{*}-1}\right) \geq \sum_{j=0}^{L-1} U^{c_{j}}\left(\omega_{m^{*}-1}\right) \geq L \tag{7.34}
\end{equation*}
$$

If $U\left(\omega_{m^{*}-1}\right) \geq L+1$, then the proof is complete. If instead $U\left(\omega_{m^{*}-1}\right)=L$, consider the configuration $\omega_{m^{*}-2}$ preceding $\omega_{m^{*}-1}$ in the path $\omega$. By construction, the configuration $\omega_{m^{*}-2}$ differs from $\omega_{m^{*}-1}$ by a single-site update and thus

$$
\begin{equation*}
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right) \pm 1 \tag{7.35}
\end{equation*}
$$

Consider the case where $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=L-1$. In this case, thanks to the pigeonhole principle, the configuration $\omega_{m^{*}-2}$ must have either
at least one column $c$ with $U^{c}\left(\omega_{m^{*}-2}\right)=0$. By Lemma 7.3.4, $\omega_{m^{*}-2}$ must have a bridge in this column, see Figure 7.21. However it cannot be a black bridge, due to the definition of $m^{*}$, and neither a gray bridge, since it would not be possible to obtain a black bridge in row $r_{*}$ (which $\omega_{m^{*}}$ has) with only two single-site updates, since at least five are needed, as shown in Figure 7.21.


Figure 7.21: The dashed line encloses the five sites that should be updated if configuration $\omega_{m^{*}-2}$ had a gray bridge in column $c$

Therefore, it is not possible that $U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)-1=L-1$, and (7.35) yields that

$$
U\left(\omega_{m^{*}-2}\right)=U\left(\omega_{m^{*}-1}\right)+1=L+1
$$

## Reduction algorithm for open grids

We now present an iterative procedure similar to that for toric grids that constructs a path $\omega$ from an initial suitable configuration $\sigma$ to the stable state $\mathbf{b}$. Thanks to the free boundary conditions of $\Lambda_{K, L}^{O}$, the condition on the initial configuration $\sigma$ is weaker than (7.23). Indeed, we require that $\sigma$ should not have gray particles in the first column $c_{0}$ only, i.e.

$$
\begin{equation*}
\sum_{v \in c_{0}} \mathbb{1}_{\{\sigma(v)=\mathbf{a}(v)\}}=0 \tag{7.36}
\end{equation*}
$$

The path $\omega: \sigma \rightarrow \mathbf{b}$ is built as the concatenation of $L$ paths $\omega^{(1)}, \ldots, \omega^{(L)}$. Path $\omega^{(j)}$ goes from $\sigma_{j}$ to $\sigma_{j+1}$, where we recursively define $\sigma_{1}=\sigma$ and

$$
\sigma_{j+1}(v)= \begin{cases}\sigma_{j}(v) & \text { if } v \in V \backslash\left(c_{j} \cup c_{j+1}\right) \\ \sigma_{j}(v) & \text { if } v \in c_{j+1} \text { and } \sigma(v)=\mathbf{b}(v) \\ \mathbf{a}(v) & \text { if } v \in c_{j} \\ 0 & \text { if } v \in c_{j+1} \text { and } \sigma(v)=\mathbf{a}(v)\end{cases}
$$

for $j=1, \ldots, L$. It can be checked that indeed $\sigma_{L+1}=\mathbf{b}$. We now describe in detail how to construct each of the paths $\omega^{(j)}$ for $j=1, \ldots, L$. We build a path $\omega^{(j)}=\left(\omega_{1}^{(j)}, \ldots, \omega_{2 K+1}^{(j)}\right)$ of length $2 K+1$ (but possibly with void moves), with $\omega_{1}^{(j)}=\sigma_{j}$ and $\omega_{2 K+1}^{(j)}=\sigma_{j+1}$. We repeat iteratively the following procedure for every $i=1, \ldots, 2 K$ :

- If $i \equiv 1(\bmod 2)$, consider site $v=(j+1,(i-1) / 2)$.
- If $\omega_{i}^{(j)}(v)=0$ or $\omega_{i}^{(j)}(v)=\mathbf{b}(v)$, we set $\omega_{i+1}^{(j)}(v)=\omega_{i}^{(j)}(v)$.
- If $\omega_{i}^{(j)}(v)=\mathbf{a}(v)$, then we remove the gray particle in site $v$ from configuration $\omega_{i}^{(j)}$, obtaining in this way configuration $\omega_{i+1}^{(j)}$ with $H\left(\omega_{i+1}^{(j)}\right)=H\left(\omega_{i}^{(j)}\right)+1$.
- If $i \equiv 0(\bmod 2)$, consider site $v=(j, i / 2-1)$.
- If $\omega_{i}^{(j)}(v)=\mathbf{b}(v)$, we set $\omega_{i+1}^{(j)}(v)=\omega_{i}^{(j)}(v)=\mathbf{b}(v)$.
- If $\omega_{i}^{(j)}(v)=0$, then we add a black particle in site $v$, obtaining in this way a new configuration $\omega_{i+1}^{(j)}$ such that $\omega_{i+1}^{(j)}(v)=\mathbf{a}(v)$. This configuration is admissible because by construction there are no gray particles in any neighboring sites of $v$. In particular, the site at its right (that is $v+(1,0)$ ) has possibly been emptied at the previous step, if there was a gray particle in it. Moreover, $H\left(\omega_{i+1}^{(j)}\right)=$ $H\left(\omega_{i}^{(j)}\right)-1$

Note that for the last path $\omega^{(L)}$ all steps corresponding to odd values of $i$ are void, since there is no column $c_{L}$.

In words, the reduction algorithm alternately removes a gray particle (if any) and adds a black particle, progressively column by column. For every $j=1, \ldots, L$, the configurations $\sigma_{j}$ and $\sigma_{j+1}$ and the path $\omega^{(j)}$ are constructed in such a way that

$$
H\left(\sigma_{j+1}\right) \leq H\left(\sigma_{j}\right)
$$

since the number of black particles added in column $c_{j}$ is greater than or equal to the number of gray particles removed in column $c_{j+1}$. Moreover,

$$
\Phi_{\omega^{(j)}} \leq H\left(\sigma_{j}\right)+1
$$

since along the path $\omega^{(j)}$ every particle removal (if any) is always followed by a particle addition. These two properties imply that the path $\omega: \sigma \rightarrow \mathbf{b}$ created by concatenating $\omega^{(1)}, \ldots, \omega^{(L)}$ satisfies

$$
\Phi_{\omega} \leq H(\sigma)+1
$$

which shows that $\Phi(\sigma, \mathbf{b})-H(\sigma) \leq 1$.

We remark that, with a few minor tweaks, we can define a similar reduction algorithm that builds a path $\omega$ from a configuration $\sigma$ to the stable state a such that $\Phi_{\omega} \leq H(\sigma)+1$. In this scenario, however, the initial configuration $\sigma$ should satisfy an initial condition analogous to (7.36), namely it should have no black particles in the first column.

The reduction algorithm will now be used in the next proposition to build a reference path from $\mathbf{a}$ to $\mathbf{b}$, which shows that $\Phi(\mathbf{a}, \mathbf{b})-H(\mathbf{a}) \leq \min \{K, L\}+1$.

Proposition 7.5.2 (Reference path). There exists a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ in $\mathcal{X}$ such that

$$
\Phi_{\omega^{*}}-H(\mathbf{a})=\min \{K, L\}+1
$$

Proof. Without loss of generality, we may assume $K \leq L$ and show that there exists a path $\omega^{*}: \mathbf{a} \rightarrow \mathbf{b}$ such that $\Phi_{\omega^{*}}-H(\mathbf{a})=K+1$. We describe just briefly how the reference path $\omega^{*}$ is constructed, since it is very similar to the one given in case (b) of the proof of Proposition 7.4.2, see Figure 7.22. Also in this case, the path $\omega^{*}$ is the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \mathbf{a} \rightarrow \sigma^{*}$ and $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$, where $\sigma^{*}$ is the configuration that differs from a only by having all sites of the leftmost column empty, i.e.

$$
\sigma^{*}(v):= \begin{cases}\mathbf{a}(v) & \text { if } v \in V \backslash c_{0} \\ 0 & \text { if } v \in c_{0}\end{cases}
$$

The path $\omega^{(1)}$ consists of $K$ steps, at each of which we remove the first particle in $c_{0}$ in lexicographic order from the previous configuration. The last configuration is precisely $\sigma^{*}$, which has energy $H\left(\sigma^{*}\right)=H(\mathbf{a})+K$, and, trivially, $\Phi_{\omega^{(1)}}=H(\mathbf{a})+K$. The second path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ is then constructed by means of the reduction algorithm, which can be used since configuration $\sigma^{*}$ is a suitable initial configuration for it, satisfying condition (7.36). The algorithm guarantees that $\Phi_{\omega^{(2)}}=H\left(\sigma^{*}\right)+1$ and thus the concatenation of the two paths $\omega^{(1)}$ and $\omega^{(2)}$ yields a path $\omega^{*}$ with $\Phi_{\omega^{*}}=H(\mathbf{a})+K+1$ as desired.

Proof of Theorem 7.3.1(iii). It is an immediate consequence of the lower bound for $\Phi(\mathbf{a}, \mathbf{b})$ in Proposition $7 \cdot 5.1$ and the matching upper bound that follows from Proposition 7.5.2.


Figure 7.22: Some snapshots of the reference path from $\mathbf{a}$ to $\mathbf{b}$ for $\Lambda_{8,8}^{O}$

We now present the proof of Theorem 7.3.1(iv), which uses again the reduction algorithm for open grids described earlier in this section.

Proof of Theorem 7.3.1(iv). We want to show that for every configuration $\sigma \neq$ $\mathbf{a}, \mathbf{b}$ we have $\Phi(\sigma,\{\mathbf{a}, \mathbf{b}\})-H(\sigma) \leq \min \{K, L\}$. Since we may assume that $K \leq L$ without loss of generality, it is enough to prove that

$$
\Phi(\sigma,\{\mathbf{a}, \mathbf{b}\})-H(\sigma) \leq K, \quad \forall \sigma \neq \mathbf{a}, \mathbf{b}
$$

Let $g$ be the number of gray particles present in configuration $\sigma$ in the first column of $\Lambda$, i.e.

$$
g:=\sum_{v \in c_{0}} \mathbb{1}_{\{\sigma(v)=\mathbf{a}(v)\}} .
$$

Every column in $\Lambda$ has $K$ sites, so $0 \leq g \leq K$. We distinguish two cases: (a) $g=K$ and (b) $g<K$.

In case (a), $g=K$ and thus $\sigma$ has a gray bridge in column $c_{0}$. In particular, $\sigma$ has no black particles in the first column and we can use the modified version of the reduction algorithm for open grids with a as target configuration. We build in this way a path $\omega: \sigma \rightarrow$ a such that $\Phi_{\omega} \leq H(\sigma)+1$, showing that in this case $\Phi(\sigma, \mathbf{a})-H(\sigma) \leq 1$.

Consider now case (b), where $g<K$. In this case we create a path $\omega: \sigma \rightarrow \mathbf{b}$ as the concatenation of two shorter paths, $\omega^{(1)}$ and $\omega^{(2)}$, where $\omega^{(1)}: \sigma \rightarrow \sigma^{*}$, $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ and $\sigma^{*}$ is a suitable configuration which depends on $\sigma$ (see definition below). The reason why $\omega$ is best described as concatenation of two shorter paths is the following: Since $g>0$, the reduction algorithm for open grids can not be started directly from $\sigma$ and the path $\omega^{(1)}$ indeed leads from $\sigma$ to $\sigma^{*}$, which is a suitable configuration to initialize the procedure. The configuration $\sigma^{*}$ is obtained from $\sigma$ by removing the $g$ gray particles that reside in the leftmost column, i.e.

$$
\sigma^{*}(v):= \begin{cases}\sigma(v) & \text { if } v \in V \backslash c_{0} \\ \sigma(v) & \text { if } v \in c_{0} \text { and } \sigma(v)=\mathbf{b}(v) \\ 0 & \text { if } v \in c_{0} \text { and } \sigma(v)=\mathbf{a}(v)\end{cases}
$$

The path $\omega^{(1)}=\left(\omega_{1}^{(1)}, \ldots, \omega_{g+1}^{(1)}\right)$, with $\omega_{1}^{(1)}=\sigma$ and $\omega_{g+1}^{(1)}=\sigma^{*}$, can be constructed as follows. For $i=1, \ldots, g$, at step $i$ we remove from configuration $\omega_{i}^{(1)}$ the topmost gray particle in $c_{0}$ increasing the energy by 1 and obtaining in this way configuration $\omega_{i+1}^{(1)}$. Therefore, the configuration $\sigma^{*}$ is such that $H\left(\sigma^{*}\right)-H(\sigma)=g$ and

$$
\Phi_{\omega^{(1)}} \leq H\left(\sigma^{*}\right)=H(\sigma)+g .
$$

The path $\omega^{(2)}: \sigma^{*} \rightarrow \mathbf{b}$ is then constructed by means of the reduction algorithm for open grids described earlier, using $\sigma^{*}$ as initial configuration and $\mathbf{b}$ as target configuration. This procedure guarantees that

$$
\Phi_{\omega^{(2)}} \leq H\left(\sigma^{*}\right)+1
$$

The concatenation of the two paths $\omega^{(1)}$ and $\omega^{(2)}$ gives a path $\omega: \sigma \rightarrow \mathbf{b}$ that satisfies the inequality $\Phi_{\omega} \leq H(\sigma)+g+1$ and, since $g<K$, we obtain

$$
\Phi(\sigma, \mathbf{b})-H(\sigma)=g+1 \leq K
$$
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In this thesis we study mathematical models that capture the collective behavior of devices sharing a wireless medium in a distributed fashion by viewing them as repelling particles. Our research is motivated by fundamental challenges in wireless networks, which typically are very large and lack centralized control. Instead these networks vitally rely on a distributed mechanism for regulating the access of the various devices to the shared medium.

Thanks to their low implementation complexity, randomized algorithms provide a popular mechanism for distributed medium-access control. The work in this thesis is particularly concerned with the so-called Carrier-Sense Multiple-Access (CSMA) protocol, various incarnations of which are implemented in IEEE 802.11 networks. Despite its simplicity on a local level, the macroscopic behavior of the CSMA protocol in large networks tends to be exceedingly complex, and critically depends on global spatial characteristics of the network in non-intuitive ways.

We consider stylized stochastic models to understand how the spatial deployment of the various transmitter-receiver pairs affects the global performance of the network. Specifically, we model the random-access network as an interacting particle system on a graph, which captures the interplay of conflicting transmissions due to interference. The global evolution of such a particle system is described by a continuous-time Markov process, which exhibits fascinating connections with the hard-core interaction between gas particles studied in chemistry and statistical physics. Specific attention is paid to scenarios in which nodes become more aggressive in trying to activate, which is relevant for networks in high-load regimes, where one cannot afford to leave network resources unutilized. This scenario corresponds to the lowtemperature regime for the corresponding interacting particle system. The most likely activity states for the network in this regime are those with a maximum number of active nodes, to which we refer as dominant states. Even in scenarios where all nodes have an equal opportunity to be active in the long run or in symmetric scenarios where spatial fairness is automatically ensured, transient yet significant starvation effects can arise due to the fact that the dominant states become extremely rigid, by which we mean that the transitions between dominant states can be extremely slow, causing starvation for the nodes not in the currently active dominant state.

Chapter 1 introduces the stochastic models for CSMA networks considered in this thesis and illustrates their equivalent description as interacting particle systems. Furthermore, we briefly indicate how the usage of multiple frequencies in such networks leads to a non-trivial trade-off between the aggregate throughput and average packet delay.

We examine the impact of slow transitions between dominant states on the delay performance in random-access networks in Chapter 2. Focusing on highly symmetric networks, we show how delays in symmetric partite graphs are intimately connected with the transition times between dominant states in a high-load scenario. In particular, we prove an asymptotic lower bound for the average steady-state delay for such networks.

In Chapter 3 we then focus on complete partite graphs, which are graphs that are useful for modeling dense networks, and therefore provide a "worstcase" perspective. Leveraging the presence of a unique bottleneck configuration for these networks, we establish a geometric-sum representation for the transition times using regenerative arguments, which we then use to obtain the asymptotic order-of-magnitude and scaled distribution in the regime where the activity rates become large.

We then we turn our attention to regular meshes, such as square and triangular lattices, and analyze how the temporal starvation of the nodes depends on the structure of these networks in high-load scenarios. In order to do so, we generalize in Chapter 4 the existing Metropolis Markov chain framework, which is commonly used to study the meta-stability of particle systems in statistical mechanics. In particular, we obtain asymptotic results in probability, in expectation and in distribution for any first hitting times in the corresponding energy landscape by analyzing the most likely paths that the Markov process follows in the low-temperature regime.

Furthermore, in Chapters 5 and 6 we develop a novel combinatorial method to analyze the structure and the features of the typical transition paths between dominant states on regular meshes. As a result, we then quantify how the order-of-magnitude of the transition times between dominant states depends on the size and properties of these network topologies. In particular, Chapter 5 is dedicated to grid graphs, while Chapter 6 is devoted to triangular grid graphs.

Lastly, in Chapter 7 we study the Widom-Rowlison model, an interacting particle system that we show to be the discrete-time counterpart of a multichannel CSMA network when there are two available channels and the conflict graph is bipartite. Focusing on grid graphs, we study the asymptotic behavior of the transition time between its two dominant states in the low-temperature regime.
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