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Line Failure Localization of Power Networks
Part I: Non-cut outages
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Abstract—Transmission line failures in power systems prop-
agate non-locally, making the control of the resulting outages
extremely difficult. In this work, we establish a mathematical
theory that characterizes the patterns of line failure propagation
and localization in terms of network graph structure. It provides
a novel perspective on distribution factors that precisely captures
Kirchhoff’s Law in terms of topological structures. Our results
show that the distribution of specific collections of subtrees of
the transmission network plays a critical role on the patterns
of power redistribution, and motivates the block decomposition
of the transmission network as a structure to understand long-
distance propagation of disturbances. In Part I of this paper,
we present the case when the post-contingency network remains
connected after an initial set of lines are disconnected simultane-
ously. In Part II, we present the case when an outage separates
the network into multiple islands.

Index Terms—Cascading failure, Laplacian matrix, contin-
gency analysis, spanning forests.

I. INTRODUCTION

Cascading failures in power systems propagate non-locally,
making their analysis and mitigation difficult. This fact is
illustrated by the sequence of events leading to the 1996
Western US blackout (as summarized in Fig. 1 from [1], [2]),
in which successive failures happened hundreds of kilometers
away from each other (e.g. from stage 3 to stage 4 and
from stage 7 to stage 8 ). Non-local propagation makes
it challenging to design distributed controllers that reliably
prevent and mitigate cascades in power systems. In fact, such
control is often considered impossible, even when centralized
coordination is available [3], [4].

Current industry practice for mitigating cascading failures
relies on simulation-based analysis of creditable contingencies
[5]. The size of this contingency set, and thus the level
of security guarantee, is often constrained by computational
power, undermining its effectiveness in view of the enormous
number of components in power networks. After a blackout
event, a detailed study typically leads to a redesign of such
contingency sets, potentially together with physical network
upgrades and revision of system management policies and
regulations [4].

The limitations of the current practice have motivated a large
body of research on cascading failures; see e.g. [6] for a recent
review with extensive references. In particular, the literature
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Fig. 1: The sequence of events, indexed by the circled numbers, that lead to
the Western US blackout in 1996 from [1], [2].

on analytical properties of cascading failures can be roughly
categorized as follows: (a) applying Monte-Carlo methods
to analytical models that account for the steady state power
redistribution using DC [7]–[10] or AC [11]–[13] power flow
models; (b) studying pure topological cascade models built
upon simplifying assumptions on the propagation dynamics
(e.g., failures propagate to adjacent lines with high probability)
and inferring component failure propagation patterns from
graph-theoretic properties [14]–[16]; (c) investigating simpli-
fied or statistical cascading failure dynamics [2], [17]–[19].

In all these approaches, it is often difficult to make general
inferences about failure patterns. The initial failure could be
due to large disturbances in power injections, transmission
outages, or human errors [20]. The power flow over a trans-
mission line can increase, decrease, and even reverse direction
as cascading failure unfolds [21]. The failure of a line can
cause another line that is arbitrarily far away to become
overloaded and trip [22]. The load shedding strategy can
increase the congestion on certain lines, instead of mitigating
the cascading failure [23]. This lack of structural properties
is a key challenge in the modeling, control, and mitigation of
cascading failures in power systems.

In this work, we focus on transmission line failures and take
a different approach that leverages the spectral representation
of transmission network topology to establish several structural
properties. The spectral view is powerful as it reveals surpris-
ingly simple characterizations of complex system behaviors,
e.g., on system robustness in terms of effective resistance [24],
on Kron reduction of the power network [25], on controllabil-
ity and observability of power system dynamics [26], and on
monotonicity properties and power flow redistribution [27].

Contributions of this paper: We establish a mathematical
theory that characterizes line failure localization properties of
power systems. This theory makes crucial use of the weighted
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Laplacian matrix of a transmission network and its spectral
properties. Our results unveil a deep connection between
power redistribution patterns and the distribution of different
families of (sub)trees of the power network topology. We show
how specific topological structures naturally emerge in the
analysis of several important and well-studied quantities in
power system contingency analysis, such as the generation
shift sensitivity factors and the line outage redistribution
factors. Further, in contrast to pure graphical models such as
those in [14], [15], [28], our topological interpretations do not
rely on any simplifications on failure propagation but capture
Kirchhoff’s and Ohm’s Law in a precise way under the steady
state DC power flow model.

In Part I of this paper, we restrict our attention to the case
where the network remains connected after the line failures
and study how such failures impact the branch flows on the
surviving network. In this scenario the power injections remain
balanced and do not need to be adjusted after the contingency.
Our theory reveals a decoupling structure of the transmission
network that leads to failure localizability in a cascading
process. More specifically, we show that when a non-cut set
of lines trips, any other line that is not in the same block
(see Definition 1) of one of the tripped lines is not affected.
In other words, non-cut failures cannot cross the boundaries
of the block decomposition of the transmission network. In
Part II, we consider the scenario where the set of tripped
lines disconnects the network into two or more connected
components, called islands, and injections must be adjusted
to rebalance the power injections.

The key result that relates the power redistribution to
graphical structures is given in Theorem 3, which states
that the distribution of specific collections of subtrees of
the transmission network fully determines the system state
under a given set of injections. We then establish a new
set of graphical representations of generation shift sensitivity
factors and line outage distribution factors in contingency
analysis. This novel graph-theoretical viewpoint enables us
to derive precise algebraic properties of power redistribution
using purely graphical argument, and shows that disturbances
propagate through “subtrees” in a power network. Using this
framework, in Section IV we derive the Simple Cycle Criterion
that precisely determines whether the failure of one line can
impact another line in a given network and fully characterizes
non-cut failure propagation.

In order to prove these results, we exploit the celebrated
Kirchhoff Matrix Tree Theorem as well as its generalization
to all matrix minors. Further, we make use of some novel
properties of the Laplacian matrix derived in the context of DC
power flow and express various quantities of interest, including
distribution factors, using specific collection of (sub)trees of
the the transmission network.

The results here can be extended in several directions. For
example, injection disturbances such as loss of generators or
loads can be readily incorporated into the same framework as
initial failures. In [29], [30], we explore ways to judiciously
switch off a small number of transmission lines to create
more blocks to enhance failure localization and develop real-
time mitigation strategy. This technique can be synergistically
applied, or sometimes replace, controlled islanding (see e.g.
[31]–[39]) as a corrective action, in which an inter-connected

power system will be partitioned into multiple blocks after
a contingency that are connected by either bridges or cut
vertices.1. By not separating the system into multiple islands,
more loads can potentially be supported in the emergency
state, more reliably, until restoration.

II. PRELIMINARIES

In this section, we introduce our model for line failure
cascading based on standard DC power flow equations.

A. DC Power Flow Cascading Model

We describe a transmission network using a graph G =
(N , E), whose node set N = {1, . . . , n} models the n = |N |
buses and whose edge set E ⊆ N × N models the m = |E|
transmission lines. We use the terms bus/node and line/edge
interchangeably. An edge in E between node i and j is denoted
either as l or (i, j). Without loss of generality, we assume the
graph is simple and we assign an arbitrary orientation to the
edges in E so that if (i, j) ∈ E then (j, i) /∈ E . The susceptance
(weighted by nodal voltage magnitudes) of edge l = (i, j) is
denoted as Bl = Bij and the susceptance matrix is the m×m
diagonal matrix B := diag(Bl : l ∈ E). The incidence matrix
of G is the n×m matrix C defined as

Cil =


1 if node i is the source of l,
−1 if node i is the target of l,
0 otherwise.

Let f be the m-dimensional vector consisting of all branch
flows, with fl denoting the flow on edge l. We introduce the
n-dimensional vectors p and θ, where pi and θi are the power
injection and voltage phase angle at node i, respectively. With
the above notation, the DC power flow model is described by
the following equations

p = Cf, (1a)
f = BCT θ, (1b)

where (1a) is the flow conservation (Kirchhoff’s) law and (1b)
is the Ohm’s laws. Given an injection vector p that is balanced
over the network, i.e.,

∑
j∈N pj = 0, the DC model (1) has a

solution (θ, f) that is unique up to an arbitrary reference angle.
Without loss of generality, we choose node n as a reference
node and set θn = 0. Using this convention, the solution (θ, f)
is unique.

We consider a cascading failure process that starts with an
initial set of line outages that may sequentially cause more
line outages. At any stage of the cascade, if a set F ⊂ E
of transmission lines is tripped, then power redistributes ac-
cording to the DC model (1) on the post-contingency graph
G′ := (N , E\F ). We assume that each transmission line l
has a steady-state thermal capacity πl so that if the current
branch flow |fl| exceeds πl, the line is tripped in the next
stage, causing another power flow redistribution and possibly
further failures. The cascade stops when all branch flows are
below their capacities.

1We thank Janusz Bialek for suggesting this as a potential application.
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B. Laplacian Matrices and Power Flow Equations

The DC power flow equations (1) imply that

p = CBCT θ =: Lθ,

where L = CBCT ∈ Rn×n is called the Laplacian matrix of
G [40]. It is well-known that L is a symmetric and positive
semi-definite matrix with zero row sums. If G is connected,
then L is of rank n−1, its null space is spanned by the vector
1 = (1, . . . , 1) ∈ Rn, and the Penrose-Moore pseudo-inverse
of L is the n× n matrix

L† :=
(
L+ 11T /n

)−1
− 11T /n.

Given an injection vector p that is balanced, i.e.,
∑
i pi =

0, a power flow solution can be written in terms of L† as
θ = L†p and f = BCTL†p. This formulation yields unique
branch flows f and phase angles θ. However, it may not satisfy
the aforementioned convention prescribing the reference phase
angle to be zero, as it may be that θn 6= 0. Let the reduced
Laplacian matrix L be the submatrix of L obtained by deleting
its n-th row and column (corresponding to the reference node).
If the network is connected, then L is invertible and we can
define an n× n matrix A by

A =

[(
L
)−1

0
0 0

]
. (2)

Given a balanced injection vector p, the power flow solu-
tion can also be written in terms of A as θ′ = Ap and
f ′ = BCTAp. In this representation, the reference phase angle
satisfies θ′n = 0. Moreover, we have θ′ = θ − θn1, i.e., the
two phase angle vectors differ by a constant reference angle. It
should be noted that the branch flow vector is always unique,
f = f ′.

C. Block Decomposition

The failure localizability of a network depends critically on
the notion of blocks in graph theory [41]. Every graph can be
uniquely and efficiently decomposed into blocks, which are
its maximal 2-connected components. Formally, let R be the
relation on the edges of G defined by l1Rl2 if (and only if)
l1 = l2 or they belong to a common simple cycle of G2. It
can be shown that R is an equivalence relation on the set of
edges E , inducing network blocks as follows.

Definition 1 (Blocks, bridges, cut vertices).
1) The subgraphs of G induced by the equivalence classes

of R are called blocks of G.
2) A node of G that is part of two or more blocks is called

a cut vertex of G.
3) An edge in a singleton equivalent class is called a bridge

of G. A block that is not a bridge is called a non-bridge
block.

4) A subset F ⊆ E of edges is called a cut set of G if
removing all edges in F disconnects the graph. A set
F ⊆ E is called a non-cut set if F is not a cut set.

2A cycle is simple if the only repeated vertex is the first/last one.

(a) (b)

Fig. 2: (a) An undirected graph G. (b) The block decomposition of G.
Vertices 2, 3, 7 are cut vertices of G. Edges (2, 6) and (3, 7) are bridges.

The removal of a cut vertex disconnects G. A bridge is a
cut set of size one, since its removal disconnects G. Two non-
bridge blocks are connected either by a bridge or by a cut
vertex. These definitions are illustrated in Figure 2.

The block decomposition of a graph G is unique and there
exist efficient algorithms to find all blocks of a graph G that
run in O(|N | + |E|) in time and space on a single processor
or run in O(log |N |) in time and O(|N | + |E|) in space on
O(|N |+ |E|) processors [42].

III. DISTRIBUTION FACTORS

In this section we focus on distribution factors widely used
in contingency analysis, and derive novel expressions for them
in terms of network graph structures. We also explain the
implication of this spectral representation of network graph
on distribution factors. In Section IV and Part II of this
paper, we use these results to reveal the decoupling structure
of distribution factors and the resulting failure localization
property of a power network.

A. Graphical Interpretation
We first introduce some additional notations useful to work

with spanning trees of the graph G and present a preliminary
result (Theorem 3) that gives an interpretation of matrix A in
terms of tree structures in G.

Given a subset F ⊆ E of edges, we denote by TF the
set of spanning trees of G with edges from F and by T−F
the set of spanning trees with edges from −F := E \ F . In
particular, TE is the set of all spanning trees on G. For any
pair of subsets N1,N2 ⊂ N , we define T (N1,N2) to be the
set of spanning forests of G consisting of exactly two disjoint
trees that contain N1 and N2, respectively (see Fig. 3). By
definition, T (N1,N2) = ∅ if N1∩N2 6= ∅. To further simplify
notations, we omit the braces when there is no confusion, e.g.
we write T (ij, îĵ) for T ({i, j} , {̂i, ĵ}) and T−l for T−{l}.
Given a subset F ⊆ E of edges, we define its weight as

β(F ) :=
∏
l∈F

Bl.

Note that β(F ) > 0 since, by construction, the susceptances
Bl, l ∈ E , are all positive.

The Kirchhoff’s Matrix Tree Theorem relates the determi-
nant of the reduced Laplacian matrix L and its minors to the
total weight of (a specific collection of) the spanning trees of
G [43].
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Fig. 3: An example element in T (N1,N2), where circles correspond to
elements in N1 and squares correspond to elements in N2. The two trees
containing N1 and N2 are highlighted as solid lines.

Lemma 2 (Matrix Tree Theorem [43]).
1) The determinant of L is given by

det(L) =
∑
F∈TE

β(F ).

2) The determinant of the matrix L
ij

obtained from L by
deleting the i-th row and j-th column is given by

det
(
L
ij
)

= (−1)i+j
∑

F∈T (ij,n)

β(F ).

Lemma 2 leads to our first main result, proved in Ap-
pendix VI-A, that provides a graphical interpretation of the
entries of the matrix A. It underlies the decoupling structure of
distribution factors and failure localizability of network graph
presented in the rest of this two-part paper.

Theorem 3 (Spectral Representation). If G is connected, then
for any pair of nodes i, j ∈ N , we have

Aij =

∑
F∈T (ij,n) β(F )∑
F∈TE β(F )

. (3)

The denominator in (3) is a normalization constant common
for all entries of A. The sum in the numerator is over all
trees in T (ij, n), which means that Aij is proportional to
the (weighted) number of trees that connect i to j without
traversing the reference node n, and can be interpreted as the
“connection strength” between the nodes i and j in G.

Since A determines the power flow solution (θ, f), The-
orem 3 allows us to deduce analytical properties of a DC
solution using its graph structure. In particular, it provides
new graph theoretic expressions for distribution factors.

B. Power Transfer Distribution Factor (PTDF)
Consider a pair of buses î and ĵ, not necessarily adjacent

in the graph G. Suppose the injection at bus î is increased
by ∆îĵ , the injection at bus ĵ is reduced by ∆îĵ , and all
other injections remain unchanged so that the new injections
remain balanced. Let fl and f̃l denote the branch flow on
any line l ∈ E before and after the injection change (both
uniquely determiend by the DC power flow equations (1)) and
let ∆fl := f̃l − fl be their difference. The power transfer
distribution factor (PTDF), also known as generation shift
sensitivity factor, is defined as [44]:

Dl,̂iĵ :=
f̃l − fl

∆îĵ

=
∆fl
∆îĵ

.

Fig. 4: An example element in T (îi, jĵ). The spanning trees containing
{i, î} and {j, ĵ} are highlighted as solid lines.

The factor Dl,̂iĵ can be explicitly computed in terms of matrix
A (letting l = (i, j)) [44]:

Dl,̂iĵ = Bl(Aîi +Ajĵ −Aiĵ −Ajî).

Applying Theorem 3 to this formula yields the following result
(proved in Appendix VI-B).

Theorem 4. If G is connected, then for any pair of nodes
î, ĵ ∈ N and any edge l = (i, j) ∈ E , we have

Dl,̂iĵ =
Bl

(∑
F∈T (îi,jĵ) β(F )−

∑
F∈T (iĵ,jî) β(F )

)
∑
F∈TE β(F )

.

Despite its apparent complexity, this formula carries an
intuitive graphical meaning. The two sums in the numerator
are over the spanning forests T (îi, jĵ) and T (iĵ, jî). Each
element in T (îi, jĵ), as illustrated in Fig. 4, specifies a way
to connect î to i and ĵ to j through disjoint trees and
represents a possible path for buses î, ĵ to “spread” impact to
line (i, j). Similarly, elements in T (iĵ, jî) represents possible
paths for buses î, ĵ to “spread” impact to (j, i), which counting
orientation, contributes negatively to line l. Theorem 4 thus
implies that the impact of shifting generations from ĵ to î
propagates to the line l = (i, j) through all possible spanning
forests that connect the endpoints î, ĵ, i, j (accounting for
orientation). The relative strength of the trees in these two
families determines the sign of Dl,̂iĵ .

If l̂ = (̂i, ĵ) ∈ E is also a transmission line in the grid, we
use the more compact notation Dll̂ for Dl,̂iĵ and introduce
the m × m PTDF matrix D := (Dll̂, l, l̂ ∈ E). Corollary
5 summarizes how the PTDF matrix D can be expressed
explicitly in terms of matrix A.

Corollary 5. Assume G is connected. Then,
1) D = BCTAC.
2) For each line l ∈ E the corresponding diagonal entry of

D is given by:

Dll = 1−
∑
F∈T−l

β(F )∑
F∈TE β(F )

.

Hence, Dll = 1 if l is a bridge and 0 < Dll < 1
otherwise.

This corollary is a direct consequence of Theorem 4 and
we omit its proof.
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C. Line Outage Distribution Factor (LODF)

The line outage distribution factor (LODF) describes the
impact of line outages on the power flows in the post-
contingency network. We call the contingency a non-cut (F )
outage if a non-cut set F of lines trip simultaneously, and
a non-bridge (l̂) outage when the non-cut set F = {l̂} is a
singleton. We first study the impact of a non-bridge outage
and then generalize it to a non-cut set outage.

1) Non-bridge l̂ outage: The line outage distribution factor
(LODF) Kll̂ is defined to be the branch flow change ∆fl on
a post-contingency surviving line l when a single non-bridge
line l̂ trips, normalized by the pre-contingency branch flow fl̂
over the tripped line:

Kll̂ :=
∆fl
fl̂

, l 6= l̂ ∈ E , non-bridge line l̂ ∈ E ,

assuming that the injections remain unchanged since the
network remains connected. Writing l = (i, j), l̂ = (̂i, ĵ), Kll̂
can be calculated as [44]:

Kll̂ =
Bl

(
Aîi +Ajĵ −Aiĵ −Ajî

)
1−Bl̂(Aî̂i +Aĵĵ −Aîĵ −Aĵî)

=
Dll̂

1−Dl̂l̂

, (4)

which is independent of the power injections. This formula
only holds if the post-contingency graph G′ := (N , E\{l̂}) is
connected, as otherwise its denominator is 0 by Corollary 5.
Combining Theorem 4 and Corollary 5 immediately yields the
following new formula for Kll̂.

Theorem 6. Let l̂ = (̂i, ĵ) be an edge such that G′ :=
(N , E\{l̂}) is connected. Then, for any other edge l = (i, j),

Kll̂ =
Bl

(∑
F∈T (îi,jĵ) β(F )−

∑
F∈T (iĵ,jî) β(F )

)
∑
F∈T−l̂

β(F )
. (5)

As in Theorem 4, each term of (5) also carries clear
graphical meanings: (a) The numerator of (5) quantifies the
impact of tripping l̂ propagating to l through all possible trees
that connect l̂ to l, counting orientation. (b) The denominator
of (5) sums over all spanning trees of G that do not pass
through l̂ = (̂i, ĵ), and each tree of this type specifies an
alternative path that power can flow through if line l̂ is tripped.
When there are more trees of this type, the network has a
better ability to “absorb” the impact of line l̂ being tripped,
and the denominator of (5) precisely captures this effect by
saying that the impact of l̂ being tripped on other lines is
inversely proportional to the sum of all alternative tree paths
in the network. (c) The susceptance Bl in (5) captures the
intuition that lines with smaller susceptance tend to be less
sensitive to power flow changes from other parts of a power
network.

2) Non-cut F outage: We now extend the results for
LODFs from a non-bridge outage to a non-cut outage. Let
F ( E be a non-cut set of lines that are disconnected
simultaneously and mF := |F | be the number of disconnected
lines. Denote by −F := E \F the set of surviving lines and
assume that the injections p remains unchanged. Partition the

susceptance matrix B and the incidence matrix C into sub-
matrices corresponding to surviving lines in −F and tripped
lines in F :

B =:

[
B−F 0

0 BF

]
, C =: [C−F CF ]. (6)

Similarly, we can partition the PTDF matrix D = (Dll̂, l, l̂ ∈
E) into submatrices corresponding to non-outaged lines in −F
and outaged lines in F , possibly after permutations of rows
and columns3:

D =

[
D−F,−F D−FF
DF,−F DFF

]
.

Since D = BCTAC from Corollary 5, we have

D =

[
B−FC

T
−FAC−F B−FC

T
−FACF

BFC
T
FAC−F BFC

T
FACF

]
.

Similarly to the case of non-bridge outage, the post-
contingency flow changes ∆f−F := (∆fl, l ∈ −F ) on
the surviving lines depend linearly on the pre-contingency
branch flows fF := (fl̂, l̂ ∈ F ) on the tripped lines. The
sensitivities of ∆f−F to fF implicitly define a (m−mF )×mF

matrix KF := KF
−FF := (KF

ll̂
, l ∈ −F, l̂ ∈ F ), called the

Generalized LODF (GLODF) with respect to a non-cut F
outage, namely

∆f−F = KF fF , for non-cut set F ( E . (7)

If we stack the LODF for single line outages into matrix
K−FF := (Kll̂, l ∈ −F, l̂ ∈ F ), K−FF has the same
dimension as the GLODF KF for a non-cut F outage. Note
that every element Kll̂ is the LODF when single non-bridge
lines are tripped, as derived in (4). Mathematically, we can
write K−FF in the matrix form:

K−FF = D−FF (I − diag(DFF ))
−1
, (8)

where diag(DFF ) := diag(Dll, l ∈ F ). In general KF 6=
K−FF . However, they are related in the next result. Let
L−F := C−FB−FC

T
−F be the Laplacian matrix of the post-

contingency network. Let L−F be the submatrix of L−F
obtained by deleting its n-th row and column, and A−F :=[
(L−F )−1 0

0 0

]
.

Theorem 7 (GLODF KF for non-cut outage). Suppose a non-
cut set F ( E of lines trip simultaneously so that the surviving
graph (N , E\F ) remains connected.

1) The GLODF KF defined in (7) is given in terms of post-
contingency network by:

KF = B−FC
T
−F A−F CF , (9a)

2) KF is given in terms of pre-contingency inverses by:

KF = D−FF (I −DFF )
−1
, (9b)

or, equivalently,

KF = B−FC
T
−FACF

(
I −BFCTFACF

)−1
. (9c)

The matrix I − DFF = I − BFCTFACF is invertible
provided F is a non-cut set of disconnected lines.

3We also write DF,F̂ as DFF̂ when there is no confusion.
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3) KF is related to the LODF matrix K−FF when single
non-bridge lines are outaged through:

KF = K−FF (I − diag(DFF )) (I −DFF )
−1
. (9d)

Theorem 7 is proved in Appendix VI-C. The formulae (9b)-
(9c) generalize (4) from a non-bridge outage to a non-cut set
outage. As mentioned earlier, KF 6= K−FF unless F = {l̂}
is a singleton and (9d) clarifies their relationship. This fact
shows that the impact for multiple simultaneous line outages
is not a simple superposition of the corresponding single line
outages, as their effects are coupled by power flow physics
and network topology.

D. Remarks

The reference [45] seems to be the first to introduce the use
of matrix inversion lemma to power systems to study the im-
pact of network changes on line currents resulting from Ohm’s
law I = Y V where Y is a network Laplacian matrix, e.g.,
nodal admittance or Jacobian matrix from the linearization of
AC power flow equations.4 The changes can be changes in the
line parameters Yij or outages of an arbitrary set of lines, or
changes in the nodal injections I or outages of an arbitrary set
of generators. This linear system is mathematically equivalent
to the DC power flow model (1). In [47], the method of [45]
is applied to the DC power flow model to characterize the
flow change for an arbitrary set of line outages. The paper
[47] also allows generator outages and use these formulae to
quickly rank contingencies in security analysis. The formula
(9c), called generalized LODF (GLODF), is re-discovered in
[48], [49] using a different method, likely unaware of the
results of [45], [47]. The underlying idea of the letter [48] is
to emulate line outages through changes in injections on the
pre-contingency network by judiciously choosing injection at
the tail of each disconnected line and withdrawal at its head
using PTDF, starting from the expression (4) for single-line
outage and proving the general non-cut set case by induction.
The paper [49] uses the relation between ∆f−F and PTDF to
detect islanding: F is a cut set that disconnects the network if
and only if the inverse in (9b) ceases to exist. See also [50] for
another derivation of GLODF in terms of PTDF. While PTDF
and LODF determine the sensitivity of power flow solutions
to parameter changes, one can also study the sensitivity of
optimal power flow solutions to parameter changes; see, e.g.,
[51], [52]. LODFs are also studied more recently as a tool to
quantify network robustness and flow rerouting [53].

IV. LINE FAILURE LOCALIZATION: NON-CUT OUTAGES

In this section, we first introduce the Simple Cycle Criterion
that characterizes whether the branch flow on a surviving
line is impacted by a non-bridge outage. We then use it to
explain failure localizability of a power network: for a non-
cut set outage, the impact is localized within each block where
outages occur.

4LODF for multi-line outages is also developed in, e.g., [46], but without
the simplification of the matrix inversion lemma.

A. Simple Cycle Criterion
Theorem 6 shows that whether the tripping of a line l̂ will

impact another line l or not depends on how these two lines
are connected by subtrees of G. We now establish a simple
criterion that can be directly verified on the network graph. It
states that the outage of line l̂ will impact the branch flow on
line l, i.e., Kll̂ 6= 0, only if there is a simple cycle in G that
contains both lines (recall that a cycle in a graph G is called
a simple cycle if it visits each vertex at most once except for
the first/last vertex).

The converse holds “almost surely” in the following sense.
Suppose the line susceptances are specified by a random
vector B + ω := (Bl + ωl, l ∈ E) where the random vector
ω := (ωl, l ∈ E) is drawn from a multidimensional probability
measure µ that is absolutely continuous with respect to the
Lebesgue measure Lm, i.e., for any measureable set X ,
Lm(X) = 0 implies µ(X) = 0. By the Radon-Nikodym The-
orem [54], the probability measure µ is absolutely continuous
with respect to Lm if and only if it has a probability density
function. This essentially amounts to requiring the measure µ
to not contain Dirac masses. In practice, such random vector ω
can model manufacturing, measurement, or modeling errors.
For two predicates s1 := s1(B+ω) and s2 with s1 dependent
on the value of the random vector B+ω, we say s1 “if” and
only if s2 when s1 implies s2 and s2 almost surely implies
s1, or mathematically, we have

s1 ⇒ s2 and s2 ⇒ µ(s1(B + ω)) = 1.

Theorem 8 (Simple Cycle Criterion). For any l̂ = (̂i, ĵ) ∈ E
such that G′ := (N , E\{l̂}) is connected and l = (i, j) ∈ E ,
we have Kll̂ 6= 0 “if” and only if there exists a simple cycle
in G that contains both l and l̂.

We refer the readers to [55] for an explicit zero probability
example where the “if” part does not follow.

B. Localization of Non-cut Outages
We now use Theorem 8 (proved in Appendix VI-D) to

explain failure localizability of the network graph G using
its unique block decomposition (see Definition 1). Recall that
two distinct edges are in the same block if and only if there
is a simple cycle that contains both of them. Theorem 8
then implies the following failure localization property when a
single non-bridge line l̂ trips: only surviving lines in the same
block as l̂ may see their branch flows impacted. In particular,
since a bridge is a block, a non-bridge outage will not impact
the branch flow on any other bridge. Additionally, the PTDF
matrix D has the same decoupling structure with the block
decomposition as Dll̂ = Kll̂(1 − Dl̂l̂) from (4). From these
considerations, the following result readily follows.

Corollary 9 (Failure localization: non-bridge outage). Sup-
pose a single non-bridge line l̂ = (̂i, ĵ) trips so that the
surviving graph (N , E \ {l̂}) remains connected. For any
surviving line l = (i, j) the following statements hold:

1) LODF Kll̂ = 0 if l and l̂ are in different blocks of G.
2) PTDF Dll̂ = 0 if and only if Kll̂ = 0.

To extend failure localizability to the case of a non-cut F
outage we use (9d) in Theorem 7 to express the GLODF
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KF in terms of the LODF and PTDF submatrices K−FF
and DFF . Corollary 9 implies a block-diagonal structure
of K−FF and DFF which then translates into the same
block-diagonal structure of the GLODF KF . Specifically,
assume the set E of lines consists of b blocks Ek such that
E = E1 ∪ · · · ∪ Eb and Ej ∩ Ek = ∅ for j 6= k. Partition
the set F of simultaneously outaged lines into b disjoint
subsets Fk := F ∩ Ek, k = 1, . . . , b, such that F = ∪kFk.
Similarly partition the set −F of surviving lines into b disjoint
subsets F−k := −F ∩ Ek = Ek \Fk, k = 1, . . . , b, such that
−F = ∪kF−k. Without loss of generality we assume that the
lines are indexed so that the outaged lines in F1 correspond
to the first |F1| columns of K−FF , the outaged lines in F2

correspond to the following |F2| columns of K−FF , so on
and so forth, and the tripped lines in Fb correspond to the last
|Fb| columns of K−FF . Similarly, the surviving lines in F−1
correspond to the first |F−1| rows of K−FF , and the surviving
lines in F−b correspond to the last |F−b| rows of K−FF . The
ordering of rows and columns of D−FF is the same as that
for K−FF . Similarly the rows and columns of DFF will be
ordered according to Fk, k = 1, . . . , b. Finally partition B and
C according to the block structures of both −F, F and E :

B =:

[
B−F 0

0 BF

]
=:

[
diag(B−k, k = 1, . . . , b) 0

0 diag(Bk, k = 1, . . . , b)

]
,

C =:
[
C−F CF

]
=:
[
C−1 · · · C−b C1 · · · Cb

]
.

Recall that D−FF = B−FC
T
−FACF and DFF =

BFC
T
FACF . Corollary 9 then implies that the PTDF subma-

trices D−FF and DFF decompose into diagonal structures
corresponding to the blocks of G:

D−FF =:


D−1 0 . . . 0

0 D−2 . . . 0
...

...
. . .

...
0 0 . . . D−b

 , (10a)

where D−k := B−kC
T
−kACk, k = 1, . . . , b. Moreover,

DFF =:


D1 0 . . . 0
0 D2 . . . 0
...

...
. . .

...
0 0 . . . Db

 , (10b)

where Dk := BkC
T
k ACk, k = 1, . . . , b. Here each D−k is

|F−k|×|Fk| and each Dk is |Fk|×|Fk|. They involve lines only
in block Ek of G. Since K−FF = D−FF (I − diag(DFF ))−1,
the LODF submatrix K−FF has the same block diagonal
structure as D−FF :

K−FF =:


K1 0 . . . 0
0 K2 . . . 0
...

...
. . .

...
0 0 . . . Kb

 , (10c)

where Kk := D−k (I − diag(Dk))
−1, k = 1, . . . , b and

D−k, Dk are given in (10a), (10b). As for D−k, each Kk

is |F−k| × |Fk| and involves lines only in block Ek of G. The
invertibility of I − diag(Dk) follows from Corollary 5.

Even if KF 6= K−FF in general, the next result shows
that the GLODF KF has the same block-diagonal structure as
K−FF . This implies that even though the impacts of multiple
simultaneous line outages are correlated through the network
topology, such correlations are present only within each block.
In particular, the impacts of a non-cut outage are also localized
within blocks that contain outaged lines. It is proved by
substituting (10) into Theorem 7.

Theorem 10 (Failure localization: non-cut set outage). Sup-
pose a non-cut set F of lines trip simultaneously so that
the surviving graph (N , E \F ) remains connected. For any
surviving line l = (i, j):

1) GLODF KF
ll̂

= 0 if l and l̂ are in different blocks of G.
2) KF := KF

−FF has a block diagonal structure:

KF =:


KF

1 0 . . . 0
0 KF

2 . . . 0
...

...
. . .

...
0 0 . . . KF

b

 , (11a)

where for k = 1, . . . , b each KF
k is |F−k| × |Fk| and

involves lines only in block Ek of G, given by:

KF
k := D−k(I −Dk)−1 (11b)

= Kk (I − diag(Dk)) (I −Dk)
−1
, (11c)

or in terms of B,C and A:

KF
k = B−kC

T
−kACk

(
I −BkCTk ACk

)−1
. (11d)

Again, since a bridge is a block, a non-cut outage does
not impact the branch flow on any bridge. The invertibility
of I − Dk follows from Corollary 5 and the block-diagonal
structure of DFF . Theorem 10 subsumes Corollary 9 which
corresponds to the special case where F = {l̂}. In that case
KF = K l̂ is a size m − 1 column vector. If l̂ ∈ E1 then
DFF = Dl̂l̂ and

K l̂ =


K1

0
...
0

 ,
with K1 := D−1(1−Dl̂l̂)

−1 and D−1 := (Dll̂, l 6= l̂, l ∈ E1).
The ability to characterize in terms of the GLODF KF the

localization of the impact of line outages within each block
where outages occur is illustrated in the next example.

Example 1. Consider a non-cut set F := {l1, l2} and the
N − 2 event where lines l1 and l2 trip simultaneously. The
branch flow change on a surviving line l ∈ −F is given in
terms of the GLODF KF defined in (7) as:

f̃l − fl = KF
ll1fl1 + KF

ll2fl2 ,

where KF
ll̂

is the (l, l̂)-th entry of KF , i = 1, 2. There are two
cases:
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1) Lines l1, l2 are in the same block Ek. Then

f̃l − fl =

{
0 if l 6∈ Ek,
KF
ll1
fl1 +KF

ll2
fl2 if l ∈ Ek.

2) Lines l1, l2 are in different blocks, say li ∈ Ei. Then

f̃l − fl =


0 if l 6∈ E1 ∪ E2,
KF
ll1
fl1 if l ∈ E1,

KF
ll2
fl2 if l ∈ E2.

In this case since there is a single non-bridge line that is
outaged in each block, the decoupling of outages over
different blocks means KF

ll̂
= Kll̂ as if each of the

outaged lines l1 and l2 is outaged separately.

Theorem 10 is a consequence of the Simple Cycle Criterion
since Kll̂ 6= 0 only if there is a simple cycle that contains both
l and l̂. The converse of the Simple Cycle Criterion asserts
that Kll̂ 6= 0 “if” there is a simple cycle that contains both
l and l̂. This immediately implies the converse of Corollary
9 that Kll̂ 6= 0 “if” l and l̂ are in the same block of G. In
other words, not only the submatrices K−FF , D−FF , DFF

are block-diagonal, but also that almost surely with respect to
µ, every entry of the diagonal blocks Kk, D−k, Dk in (10)
is nonzero. This is only for the case when a single non-
bridge line l̂ trips. It does not directly imply the converse of
Theorem 10, i.e., it is not clear whether every entry of KF

k is
nonzero (µ-almost surely) when multiple lines in a non-cut set
F trip simultaneously. Even though every entry of D−k, Dk

is nonzero (µ-almost surely), the issue is whether every entry
of the product KF

k = D−k(I −Dk)−1 from (11c) is nonzero
(µ-almost surely). The next result (proved in Appendix VI-E)
shows indeed the converse of Theorem 10 holds as well.

Theorem 11 (Failure localization: converse). Suppose a non-
cut set F of lines trip simultaneously so that the surviving
graph (N , E\F ) remains connected.

1) For any surviving line l = (i, j) the GLODF KF
ll̂
6= 0

“if” and only if l and l̂ are in the same block of G.
2) Every entry of the diagonal blocks KF

k ,Kk, D−k, Dk in
(11) and (10) is nonzero µ-almost surely.

V. CONCLUSION

In Part I of this work, we develop a spectral theory us-
ing the transmission network Laplacian matrix that precisely
captures the Kirkhhoff’s Law in terms of graphical structures.
Our results show that the distributions of different families
of subtrees play an important role in understanding power
redistribution and enables us to derive algebraic properties
using purely graphical arguments. We consider the scenario
where the surviving network remains connected and explain
how the localizability of line failures can be fully characterized
using its block decomposition.
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VI. APPENDIX: PROOFS

A. Proof of Theorem 3

Recall that, without loss of generality, we choose node n
as reference node and defined the matrix A accordingly in
(2). If i = n or j = n, it is easy to see that T (ij, n) = ∅
so that Aij = 0. Now suppose i, j 6= n, we can express Aij
in terms of the weighted spanning trees through the Cramer’s
rule. Specifically, let Aj denote the j-th column of A after
removing the reference node. Note from the definition of A
that LAj = ej , where ej ∈ Rn−1 is the vector with 1 as its
j-th component and 0 elsewhere. Cramer’s rule gives

Aij =
det
(
L
i

j

)
det
(
L
) ,

where L
i

j is the matrix obtained by replacing the i-th column
of L by ej . Now, by Lemma 2, we have

det
(
L
i

j

)
= (−1)i+j det

(
L
ij
)

=
∑

F∈T (ij,n)

β(F ),

and using the Kirchhoff’s Matrix Tree Theorem we obtain

det
(
L
)

=
∑
F∈TE

β(F ),

concluding the proof.

B. Proof of Theorem 4

Theorem 3 implies that(∑
F∈TE

β(F )

)(
Aîi +Ajĵ −Aiĵ −Ajî

)
=

∑
F∈T (îi,n)

β(F ) +
∑

F∈T (jĵ,n)

β(F )

−
∑

F∈T (iĵ,n)

β(F )−
∑

F∈T (jî,n)

β(F ). (12)

We can decompose the set T (îi, n) based on the tree to which
node j belongs. This leads to the identity

T (îi, n) = T (ijî, n) t T (îi, jn),

where t denotes a disjoint union. Similarly, we also have

T (jĵ, n) = T (ijĵ, n) t T (jĵ, in),

T (iĵ, n) = T (ijĵ, n) t T (iĵ, jn),
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T (jî, n) = T (ijî, n) t T (jî, in).

Substituting the above decompositions into (12) and simplify-
ing, we obtain(∑

F∈TE

β(F )

)(
Aîi +Ajĵ −Aiĵ −Ajî

)
=

∑
F∈T (îi,jn)

β(F ) +
∑

F∈T (jĵ,in)

β(F )

−
∑

F∈T (iĵ,jn)

β(F )−
∑

F∈T (jî,in)

β(F ). (13)

Furthermore, the following set of identities hold:

T (îi, jn) = T (îi, jnĵ) t T (îiĵ, jn),

T (jĵ, in) = T (jĵ, inî) t T (jîĵ, in),

T (jî, in) = T (jî, inĵ) t T (jîĵ, in),

T (iĵ, jn) = T (iĵ, jnî) t T (îiĵ, jn).

Substituting these into (13) and rearranging yields(∑
F∈TE

β(F )

)(
Aîi +Ajĵ −Aiĵ −Ajî

)
=

∑
F∈T (îi,jnĵ)

β(F ) +
∑

F∈T (jĵ,inî)

β(F )

−
∑

F∈T (jî,inĵ)

β(F )−
∑

F∈T (iĵ,jnî)

β(F )

=
∑

F∈T (îi,jĵ)

β(F )−
∑

F∈T (jî,iĵ)

β(F ),

where the last equality follows from

T (îi, jĵ) = T (îi, jnĵ) t T (jĵ, inî)

and

T (jî, iĵ) = T (jî, inĵ) t T (iĵ, jnî).

This completes the proof.

C. Proof of Theorem 7

The first part is proved by analyzing the post-contingency
network A−F , the second part is proved by analyzing the pre-
contingency graph A, and the third part is proved by relating
D−FF and K−FF .

a) Proof based on post-contingency A−F : The DC
power flow equations (1) for the pre-contingency network are:

p = Cf = C−F f−F + CF fF , f = BCT θ. (14)

Let (f̃−F , θ̃) denote the post-contingency branch flows and
phase angles. Given the assumption that the power injections
remain the same, we have the following DC power flow
equations for the post-contingency network:

p = C−F f̃−F , f̃F = B−FC
T
−F θ̃. (15)

Subtracting (14) from (15) gives

C−F (f̃−F−f−F ) = CF fF , f̃−F−f−F = B−FC
T
−F (θ̃−θ).

Therefore, (∆f−F ,∆θ) := (f̃−F − f−F , θ̃ − θ) satisfies the
DC power flow equations with injections CF fF on the post-
contingency network. The unique solution for ∆f−F is:

∆f−F = B−FC
T
−FA−FCF︸ ︷︷ ︸
KF

fF .

b) Proof based on pre-contingency A: In this part, we
construct a fictitious network that mimics the impact of the
non-cut F outage. Specifically, the network is the same as the
pre-contingency netowrk but with its injections changed from
p to p̂ = p + ∆p. For this fictitious network, the DC power
flow equations write:

p̂ = Cf̂ = C−F f̂−F + CF f̂F , f̂ = BCT θ̂. (16)

We choose ∆p so that it is carried entirely by the fictitious
branch flows f̂F on lines in F that would be have been
disconnected, i.e. we pick

∆p = CF f̂F . (17)

This additional injection ∆p does satisfy 1T∆p = 0 and is
thus balanced. Substituting (17) into (16) yields:

p = C−F f̂−F , f̂−F = B−FC
T
−F θ̂, (18)

i.e., (f̂−F , θ̂) satisfies the same DC power flow equations
(15) for the post-contingency network. Since the DC power
flow equations have an unique branch flow solution, the post-
contingency branch flows f̃−F from (15) must coincide with
the branch flows f̂−F in the fictitious network (16). This
allows us to calculate the GLODF KF by relating f̃−F and fF
on two different networks through the relation between f̂−F
and fF on the same pre-contingency network. Considering the
fictitious network, we have:

f̂F = BFC
T
F θ̂ = BFC

T
FA(p+ ∆p)

Substituting into (17) gives ∆p = CF f̂F = CFBFC
T
FA(p +

∆p). Hence,

∆p =
(
I − CFBFCTFA

)−1
CFBFC

T
FAp, (19)

which yields the following expression for f̂−F in the fictitious
network

f̂−F = B−FC
T
−FA(p+ ∆p).

The pre-contingency line flows are given by

f−F = B−FC
T
−FAp, fF = BFC

T
FAp.

Substituting these expressions we have

f̂−F = f−F +B−FC
T
−FA

(
I − CFBFCTFA

)−1
CF fF

= f−F +B−FC
T
−FACF

(
I −BFCTFACF

)−1︸ ︷︷ ︸
KF

fF ,

where we use the identity (I + M1M2)−1M1 = M1(I +
M2M1)−1 (provided the inverse exists) in the last equality.
This identity follows from:

M1 = M1(I +M2M1)(I +M2M1)−1

= (M1 +M1M2M1)(I +M2M1)−1

= (I +M1M2)M1(I +M2M1)−1.
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c) Relation between KF and K−FF : As shown in (8),
we have D−FF = K−FF (I−diag(DFF )). The KF in terms
of pre-contingency network A yields:

KF = B−FC
T
−FACF

(
I −BFCTFACF

)−1
= D−FF (I −DFF )

−1

= K−FF (I − diag(DFF )) (I −DFF )
−1
.

D. Proof of Theorem 8

Theorem 6 implies that Kll̂ is proportional to the following
polynomial in the subsceptances B:

f(B) :=
∑

F∈T (îi,jĵ)

β(F )−
∑

F∈T (jî,iĵ)

β(F ).

If Kll̂ 6= 0 then at least one of the sets T (îi, jĵ) and
T (iĵ, jî) of spanning forests is nonempty. Suppose T (îi, jĵ)
is nonempty and contains a spanning forest F . The tree in
F that contains buses i and î defines a path from i to î, and
the other tree that contains j and ĵ defines a path from j to
ĵ. These two paths are vertex-disjoint, i.e., they do not share
any vertices. If we add the lines l = (i, j) and l̂ = (̂i, ĵ) to
these two vertex-disjoint paths we obtain a simple cycle that
contains both l and l̂.

Conversely suppose there is a simple cycle that contains l
and l̂. Removing lines l and l̂ from the simple cycle produces
two vertex-disjoint paths, say, Pi that contains buses i, î and Pj
that contains buses j, ĵ. Since G is connected we can extend
Pi and Pj into a spanning forest with exactly two disjoint
trees. This spanning forest, denoted by F , is in T (îi, jĵ).
Furthermore F is not in T (iĵ, jî) from the following claim:

T (îi, jĵ) ∩ T (iĵ, jî) = ∅.

To show this, consider an element T1 from T (îi, jĵ), which
consists of two trees T1 and T2 with T1 containing i, î and T2
containing j, ĵ. If T1 ∈ T (iĵ, jî), then T1 must also contain ĵ.
However, this implies ĵ ∈ T1∩T2, and thus T1 and T2 are not
disjoint, contradicting the definition of T (iĵ, jî). Hence f(B)
is not identically zero. This means Kll̂ = 0 if and only if B
is a root of the polynomial f(B). It is a fundamental result
that the root set of a polynomial which is not identically zero
has Lebesgue measure zero. Therefore, since µ is absolutely
continuous with respect to the Lebesgue measure Lm, we have

µ(f(B + ω) = 0) = Lm(f(B + ω) = 0) = 0

i.e., µ(Kll̂ 6= 0) = µ(f(B + ω) 6= 0) = 1 if there is a simple
cycle that contains l and l̂.

E. Proof of Theorem 11

We only provide a sketch of the proof (see [56] for details).
It suffices to show that if l and l̂ are in the same block of G
then KF

ll̂
6= 0 µ-almost surely.

Recall that KF
k = D−k(I−Dk)−1, where the (l, l̂)-th entry

of D−k or Dk is given by

Dl,l̂ =
Bl

(∑
F∈T (îi,jĵ) β(F )−

∑
F∈T (iĵ,jî) β(F )

)
∑
F∈TE β(F )

, (20)

where l = (i, j) and l̂ = (̂i, ĵ). By construction, KF , D−k, Dk

involve lines only in block Ek of G. Consider

KF
ll̂

=
∑
m∈Ek

[D−k]lm

[
(I −Dk)

−1
]
ml̂
, (21)

where [M ]ll̂ denotes the (l, l̂)-th entry of a matrix M . We
treat Dll̂ := Dll̂(B) and hence KF

ll̂
:= KF

ll̂
(B) for each pair

(l, l̂) ∈ E1×E1 as polynomials in the susceptances B = (bl, l ∈
E). Without loss of generality we focus on the first block E1.
The proof consists of three steps: (1) show that Dll̂(B) for
each (l, l̂) ∈ E1 × E1 is not a zero polynomial; (2) show that
[(I −Dk(B))

−1
]ll̂ for each (l, l̂) ∈ E1 × E1 is not a zero

polynomial; and (3) show that the summands in (20) do not
cancel out so that KF

ll̂
(B) is not a zero polynomial. Then

µ(KF
ll̂

(B + ω) = 0) = 0, i.e., KF
ll̂
6= 0 µ-almost surely.

Step 1 can be proved by applying the same argument in
the proof of the Simple Cycle Criterion (Theorem 8 in Part
I) for Kll̂ to the expression (20) of Dll̂. For Step 2 let M :=

(I − Dk)−1. Then column l̂ of (I − Dk)M = I gives (I −
Dk)Ml̂ = el̂ where Ml̂ is column l̂ of M and el̂ is the standard
unit vector. Cramer’s rule then implies

Mll̂ =
[
(I −Dk)

−1
]
ll̂

=
(−1)l+l̂ det

(
I −Dl̂l

k

)
det(I −Dk)

,

where Dl̂l
k is obtained from the |Fk| × |Fk| matrix Dk by

removing its row l̂ and column l and I above is the size |Fk|−1
identity matrix. Leibniz’s formula for determinant then yields

det
(
I −Dl̂l

k (B)
)

=
∑
σ

sgn(σ)
∏
m

(
I −

[
Dl̂l
k

]
mσ(m)

(B)

)
.

It is proved in [56] that the determinant above is not a zero
polynomial in B for each pair of (l, l̂) ∈ E1 × E1, including
l = l̂. This implies Mll̂ := Mll̂(B) is not zero polynomials in
B. Lastly, step 3 is proved in [56] and hence KF

ll̂
(B) is not a

zero polynomial in B. This completes the proof sketch.
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