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ABSTRACT

Power grid operation is becoming increasingly complex due to the rising integration of renewable
energy sources and the need for more adaptive control strategies. Reinforcement Learning (RL) has
emerged as a promising approach to power network control (PNC), offering the potential to enhance
decision-making in dynamic and uncertain environments. The Learning To Run a Power Network
(L2RPN) competitions have played a key role in accelerating research by providing standardized
benchmarks and problem formulations, leading to rapid advancements in RL-based methods. This
survey provides a comprehensive and structured overview of RL applications for power grid topology
optimization, categorizing existing techniques, highlighting key design choices, and identifying
gaps in current research. Additionally, we present a comparative numerical study evaluating the
impact of commonly applied RL-based methods, offering insights into their practical effectiveness.
By consolidating existing research and outlining open challenges, this survey aims to provide a
foundation for future advancements in RL-driven power grid optimization.

Keywords Power grid reliability - Topology Optimization - Reinforcement Learning

1 Introduction

1.1 Background

Electrical power grids form the backbone of modern society, responsible for transporting electricity from producers to
consumers 24 hours a day, 365 days a year. Operating these grids is a demanding control task that requires continuous
monitoring and frequent interventions by skilled experts to maintain network stability, keep power flow within the
thermal limits of the equipment, and ensure voltage and frequency levels are met [1]]. The increasing integration of
renewable energy sources into the power grid and the rising energy demand add new layers of complexity to this task.
With its unpredictable generation patterns, renewable energy makes power flows more variable and less predictable,
altering how the network behaves and responds to disturbances. Due to the operational costs of simulation with the
current models, operators often rely on their experience to resolve network problems in real-time. Continuing this
manual approach may compromise system security or lead to significantly higher costs.

According to projections by [2], energy consumption in the Netherlands is expected to grow 30% between 2024 and
2033, with similar trends across Europe. Meanwhile, the share of controllable energy sources is expected to decrease by
approximately 40% due to the shift towards renewable energy. As a result, Transmission System Operators (TSOs) will
face greater challenges in maintaining network security and reliability, underscoring the need for new grid management
strategies.

Reinforcement learning (RL) has emerged as a promising approach that could assist network operators in decision-
making, offering the potential to find cost-effective flexibilities that may currently go unnoticed by human operators.
This is why, in 2019, the French TSO RTE launched the Learning to Run a Power Network (L2RPN) challenge [1],



A PREPRINT - APRIL 14, 2025

encouraging researchers to use RL for power network control (PNC). This challenge seeks to explore how RL can
enhance real-time operations and assist with operational planning, ultimately supporting TSOs in navigating the growing
complexities of modern power grids.

Reinforcement Learning Framework for Power Grid Management To facilitate the L2ZRPN challenge and further
research on this topic, RTE provides an open-source Python package Grid2Op [3]] that simulates realistic power grids.
The Grid20p package enables researchers to develop a sequential decision-making RL model, termed agent, capable of
controlling the power grid in real-time. The package provides environments with different episodes, each simulating a
continuous sequence of power grid states at 5-minute intervals.

Grid20p provides a typical setup of a Markov Decision Process (MDP) defined by a tuple (S, A, p,r), where at
each time step ¢ an agent observes a state s; € S from the environment and takes an action a; € A. The Grid2Op
environment computes and returns the next state s; 1 € S to the agent with probability p(s¢11]¢, at), which is the
unknown state transition probability, after which the agent receives an immediate reward r(s;, a;) € R according to a
defined reward function. With this MDP formulation, reinforcement learning (RL) can be used to learn a (stochastic)
policy 7(a¢|s:) that optimizes the expected discounted reward E [ZZ;O vir(se, at)], where v € (0, 1) is the discount
factor.

In Grid2Op, the states s; € S include all grid information such as the topology of the grid, which includes the
connections of the electrical elements, the power flow on the lines, power generation, and load consumption. The
topology of the power grid can be represented as a graph G = (V, E), with nodes v € V, as substations, and edges
e € E, as transmission lines [4]. Each substation connects various elements such as line ends, generators (producers),
loads (consumers) and storage units (batteries, introduced in [3]]).

Within each substation, there are multiple busbars available to connect the elements. A consistent busbar connection
makes a substation a singular node; differing connections split it, changing the local network topology. Grid2Op can
compute the resulting power flow configurations from any topology change; see[Fig. I|for an example.
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Figure 1: Example of a bus-splitting action by an agent and the effect on the environment. Some elements of substation
0 are assigned to bus 2, which results in a split of substation 0, and a consequent power flow redistribution.
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Modifications in a substation’s busbar configuration are termed bus-splitting actions. By default, Grid2Op assigns two
busbars per substation and only recentlyﬂ it became possible to change this configuration and increase the number of
busbars. Therefore, all competitions up to now and the solutions discussed in this paper consider only two busbars per
substation. The total action space .4 consists of four types of actions:

1. Bus splitting;

2. Line switching (line reconnection/disconnection);
3. Redispatch or curtailment of generator productions;
4. Storage changes (if available).

Bus-splitting and line-switching actions are cost-effective for dynamic response to contingencies, as they indirectly
redistribute line flows. These fopological actions can effectively mitigate contingencies or alleviate line congestion
without requiring more expensive generator or load adjustments.

Rules of the game To imitate the physical properties of the power network, each substation and each power line has a
cooldown time, which is the time needed after activation before this element can be used adjusted again. Furthermore,
there is a limited number of actions that can be done by an operator or by the technology, therefore, by default, Grid2Op
can handle only one substation and one line-switching action in each time step.

Each power line has a thermal limit, which represents the maximum amount of power it can safely carry before it breaks.
When a line is overloaded for too long, it will automatically be disconnected. When this happens, some time steps are
needed before this element can be activated again.

In the context of the RL challenge, a game-over state will occur when an agent fails to safeguard the power grid, i.e.,
any network disconnect or isolation of a load or generator. The overarching objective in grid management is to control
power flows in a way that prevents overloads and avoids cascading failures that could destabilize the entire network.

1.2 Research motivation and contributions

Since the introduction of the L2RPN challenge in 2019 [1]], the field of RL applied to power grid topology optimization
has seen remarkable growth. Several subsequent challenges have been organized [6, (7, 18, 15| 9], and the Grid2Op
package has been extended to include larger, more complex networks. These updates introduce additional challenges
such as unexpected line attacks, increased penetration of renewable energy, integration of battery storage, and sending
timely alerts in case of dangerous contingencies. Each challenge has prompted innovative solutions from the research
community, contributing to a rapidly evolving landscape.

This rapid development presents challenges on its own. With a growing number of approaches and techniques emerging
from various research efforts, it can be difficult to navigate the landscape and select the most appropriate method.
Moreover, some solutions lack thorough documentation, and publicly available codebases often do not clearly convey
the rationale behind specific design choices. As a result, replicating or building upon existing methods becomes a
cumbersome and time-consuming task.

To address these challenges, this paper aims to provide a comprehensive and structured overview of the methods and
challenges in RL applied to grid topology control. In doing so, our aim is to guide researchers in selecting effective
strategies and identifying open research questions in this dynamic field.

In this paper, we present the following contributions.

1. First, we summarize and analyze the evolution of RL challenges and solutions, providing insights into how the
field has progressed over time in

2. Next, we review the various techniques that have been proposed to enhance the performance of RL agents in
grid topology optimization in

3. In we discuss benchmarking practices, performance metrics, and baseline methods used in the
literature to evaluate RL agents in grid topology optimization, highlighting the best practices.

4. In and [6] we conduct comparative numerical studies to evaluate the effectiveness of selected
techniques, providing empirical evidence of their impact on performance.

5. We provide practical guidelines and recommendations to support future research and development in the field,
summarized in

6. Lastly, [Section 8|concludes with a summary of our key insights and directions for future research.

'Starting from Grid20p 1.9.9.
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2 Overview of Challenges and Solutions

This chapter provides a comprehensive overview of the L2RPN competitions, highlighting the most significant
contributions to each challenge. [[10]] has been used to help create this overview. Several solutions proposed outside
the L2RPN competitions are also discussed in the last part of this section. For a broader understanding and detailed
description of the challenges, we direct readers to [6] and the articles mentioned in the specific sections. For many
of the proposed solutions, we introduce acronyms for easier reference and recognition throughout the paper. These
acronyms follow the format AAA-YYYY, where AAA represents a few descriptive letters and YYYY indicates the year.
We provide an overview of all the acronyms used and references in[Table 33|in[Appendix A]

2.1 Competition and solutions L2RPN 2019 IJCNN - Sandbox

The first challenge [1]], introduced in 2019, was based on the IEEE 14-bus system. The platform used for this challenge
was PyPowNet [4], which has been replaced with Grid2Op in subsequent challenges. In this challenge, the goal was to
design an agent that can operate a power grid in real-time over a one-month period using only topology changes. That
is, only bus-splitting and line-switching actions were used.

This competition had two winning solutions [11]] (A3C-2019), [12] (DDQN-2019).

[A3C-2019)is the only solution that does not use the Grid2Op simulation function and is, therefore, purely RL-based. It
uses an asynchronous-advantage-actor-critic (A3C) algorithm [[13]] with a curriculum learning strategy [[14], where the
idea is that the neural networks learn more effectively when they are first trained on a simpler task. Furthermore, the
authors reduce the action space by eliminating all busbar symmetry actions within a substation, since these result in an
identical situation and are therefore redundant. This is something that, in subsequent solutions, is done by default and is
included when collecting all substation topology actions in the Grid2Op package.

The solution[DDQN-2019]uses imitation learning (IL), [15], combined with a Dueling DQN algorithm, [16]], that is
trained using importance sampling or prioritized experience replay, [17]. They introduce a warning flag based on the
loading of a line level. This warning flag can be seen as an activation threshold that determines when the agent should
interfere with the network to avoid further escalation. When the load on all lines is below the activation threshold,
the agent is not activated, but a simple do-nothing action is given to the environment. In all subsequent solutions, an
activation threshold is used. In addition, guided exploration is used to speed up training. The final solution simulates
the top IV actions given by the agent and takes the best action.

2.2 L2RPN 2020 WCCI Competition - A feasibility challenge

In spring 2020, the L2RPN challenge was scaled up to a larger grid of 36 substations, representing one-third of the
IEEE 118-bus system. The time horizon was increased to one year, with planned maintenance outages that the agent
had to account for when operating the network. The set of actions available to the agents in this competition was still
limited to topology actions. Compared to the previous challenge in 2019, this challenge is notably much more difficult
due to the increased action space size, which is approximately 65k. This underscores the importance of finding an
effective method for managing the large action space.

The winning solution of this competition is the approach of [18] (SMAAC-2021). This solution combines the Soft
Actor-Critic (SAC) algorithm [[19] with the use of afterstates, which can also be referred to as the post-decision state
[20]. The afterstate refers to the state after the agent made its move, but before the environment responded. Learning
the afterstate instead of the action reduces the output of the agent’s neural network drastically. An intriguing element
of this solution is that the SAC features a Graph Neural Network (GNN) structure, which is well-suited due to the
graphical nature of the power grid. Several other studies have followed up on this idea; for a recent overview of graph
reinforcement learning methods applied to power grids, see [21]. This survey discusses [22, 23] [24]).

Furthermore, the authors of [18]] note that the usage of the activation threshold yields a semi-Markov decision problem
(semi-MDP) for the RL agent. Together, this leads to the Semi-MDP Afterstate Actor-Critic solution (SMAAC). In
the RL part of the agent focuses solely on the topology actions of the substations, while the line-
switching actions are rule-based and follow a simple rule: reconnect a line whenever it becomes disconnected. This
line-reconnection rule is a new addition compared to previous solutions, and has been adopted in most subsequent
approaches.

To the best of our knowledge, the solution of the second-place winner, is unfortunately not publicly available nor
documented. However, we believe this solution likely served as a precursor to the winning approach of the L2ZRPN 2020
NeurIPS competition, based on the team’s name, which matches the GitHub handle of a contributor to that solution.
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The third-place winners of the 2020 WCCI competition [25] (A3C-2020) created a solution inspired by the two winners
of the previous competition. [A3C-2020]employs an A3C algorithm. They reduced the action space to 596 actions based
on simulation experience and some random selection. Similarly to[DDQN-2019] they used guided exploration during
training. Two agents were trained and combined in their final submission. When one agent fails to propose a good
action according to the simulation, the other agent is activated.

2.3 L2RPN 2020 NeurIPS - In a sustainable world

The L2RPN 2020 NeurIPS challenge was held in the summer of 2020. The competition design can be found in [7], and
the results of this challenge are discussed in [26]]. This challenge consisted of two parts; the robustness challenge and
the adaptability challenge. For both parts, the agent now also has access to continuous redispatching and curtailment
actions in addition to topological actions.

The robustness challenge uses the same grid employed for the 2020 WCCI challenge. In addition, an adversarial agent
is introduced that attacks certain grid lines [27]).

In the adaptability challenge, the grid size is increased to 118, thus including the whole IEEE 118-bus system.
Additionally, there has been a shift in the energy production mix, with the share of renewable sources increasing from
10% to 30%.

The solution of [28], Search with Action Set (SAS-2021), won first place in both competitions. [SAS-202T| works as
follows; the stochastic policy 7y (a;|s¢ ), parameterized by 6 using a neural network, first outputs a vector of probabilities
with which the actions are sampled. Next, the top K actions with the highest probabilities are selected to form the action
set A. The final action is greedily selected using a risk function based on the load of the lines. This part can be compared
with the guided exploration technique first used in[DDQN-2019] To update the policy, they apply evolutionary strategies
[29] with black-box optimization to maximize the reward. In this competition, a new rule-based strategy is introduced:
The agent[SAS-2021|reverses the topology to the reference topology, where all elements are connected to the original
busbars, when the network is in a safe stat

[30] (Binbinchen-2020) won the second-place for the robustness challenge. The authors propose a Teacher-Tutor-
Junior-Senior framework. Here, the Teacher first defines a smaller action space of 208 actions by applying a greedy
agent to the entire action space and saves all used greedy actions in a reduced action space (RAS). The RAS is used
by the Tutor, the tutor applies actions, again greedily, and the Junior updates a neural network using IL. Ultimately,
the Senior employs this neural network to initialize the actor network for the Proximal Policy Optimization (PPO)
algorithm [31]].

The second place in the adaptability challenge was won with an approach that used a straightforward expert system that
ran simulations on a limited set of 200 topological actions.

The third place for both challenges was achieved by [32] (D3QN-2020) using a Dueling-Double-DQN algorithm,
combining [16] and [33]]. Their solution was inspired by the solution [A3C-2020] of [25]], using guided exploration
and combining two agents that work together with different strategies. Similarly to the [SAS-202T] solution, they
also included the rule-based strategy to revert to the reference topology when in a safe state for the robustness track.
Furthermore, they focused on creating a suitable reward function to stimulate the agent to take the right actions.

2.4 L2RPN 2021 ICAPS - Run a power network with trust

In 2021, the L2RPN challenge was organized with the focus on building trust between an agent and the human operator.
The grid used was the 36 substation grid as in the 2020 NeurIPS robustness challenge, again including events such as
planned maintenance and line attacks. In addition to the previous challenge, the agent can raise an alarm when the
assistance of an operator is needed due to a risk of failure. The alarm score function is defined as follows: When a
game-over occurs, but the agent raises an alarm within a decent time frame, the agent receives a positive alarm score.
Otherwise, the agent will receive a negative score. The grid is divided into three areas, and if the alarm is raised in the
correct area, the score will be higher. To avoid overactive agents, the alarm has an attention budget. For more details,
see the description of the challenge and the results in []].

None of the ICAPS 2021 competition winners wrote a paper to our knowledge, making it difficult to find documentation
on their solutions, but the presentations of their solutions can be found at [34].

*Based on their code accessed on 25-10-2024 https://github.com/PaddlePaddle/PARL/tree/develop/examples/NeurIPS2020-
Learning-to-Run-a-Power-Network-Challenge.
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The first place was achieved by [35]]. Their solution consists of four modules: an Expert module, an Agent module, an
Emergency module and a Alarm module. The expert module consists of rule-based parts that are similar to previous
solutions, e.g., reconnecting disconnected lines and going back to the reference topology when the grid is in a safe
state. The agent module seems to be based on the solution [SAS-2021] ([28])), using the same action space and the neural
network from this solution for the policy network that recommends actions. They added two extensions to the solution:
(1) In case a single topology action is not able to solve the contingency, a multi-step topology action is tried. (2) An
emergency module; If topology actions cannot solve the problem, redispatch actions are tried to reduce the overflow.
Moreover, if these actions are insufficient and the grid is at risk of failure in the next time step, line disconnection actions
are evaluated using simulation. Lastly, the alarm module raises an alarm when the agent cannot solve the overflow.

The team of [36]] won second place in the 2021 ICAPS competition. The problem is split into an operational and an
alarm strategy. Their solution uses the action space of (30]) with only 208 actions. The operational
strategy is a simple greedy strategy: If the grid is in danger, all actions are simulated, and the action with the lowest
maximum line load py,,x value is chosen. The alarm strategy is a bit more advanced; they used a combination of
rule-based strategies, with a neural network.

The third place in the competition was secured by [37]. This solution served as a precursor to their winning approach
for the 2022 WCCI competition ([38]]) also using the AlphaZero approach with Monte Carlo Tree
Search (MCTS) sampling [39] as the core RL algorithm. Notably, in this solution, they preserved the original action
space to avoid losing potential beneficial actions. A benefit of their solution is that MCTS already requires looking into
the future and, therefore, helps identify critical situations early. This capability is then used for the alarm strategy.

2.5 L2RPN 2022 WCCI and 2023 TU Delft - Energies of the Future and carbon neutrality

In the challenge of 2022 [5]], the energy mix is changed to obtain more realistic future scenarios to reach carbon
neutrality in 2050; 40% of the energy mix consists of renewables; wind and solar power and less than 3% is fossil fuels.
The use of renewable energy generators is privileged and the use of fossil fuels is penalized to steer agents. The results
of the competition can be found in the blog post of [40].

As mentioned in the previous section, [37]] improved their solution submitted to the LZRPN 2021 ICAPS competition.
Unlike their previous solution, the action space is now narrowed down to 2000 actions using a brute-force selection
method. In addition to the learned topology agent, they introduce a redispatching controller that uses Cross-Entropy (CE)
optimization [41]]. Topology actions are preferred over redispatch actions, but when both cannot solve the congestion,
they rerun the redispatch optimization on the top five proposed topology action candidates. With the improved solution
AlphaZero-2022, [38]] won the 2022 WCCI competition. The authors also wrote a follow-up paper on how to integrate
such an RL-based agent into existing grid operation workflows, [42].

The solution of [43] (BruteForce-2022,) obtained the second place, using a brute-force search for topology actions
and the optimization agent optimCVXPY from L2RPN baselines [44]. They used the method of the Teacher in
[Binbinchen-2020]to gain a reduced action space of 314 actions. The authors also experimented with RL-based agents
but were unable to achieve better results, showing the difficulty of this problem.

The third place in the 2022 WCCI competition was achieved by [45]] (HRI-EU-2022). Their agent also did not include
any learning. They randomly selected 1000 line-switching actions combined with redispatching actions, and at each
time step, select the action that reduced the maximum line loads py,,x the most. Note that they do not make use of
substation topology actions.

The competition of [5] was repeated in 2023 [9], which resulted in two new interesting results.

The solution of [46] (LJN-2024) won the competition, using the curriculum agent approach of [47],
discussed in combined with the optimCVXPY baseline agent of LZRPN. They reduced the action space
using three types of Teachers. A general teacher who finds the best action when an overflow occurs on the grid, an
attacking teacher who finds the best action in case of an attack on a power line, and finally a NV — 1 teacher who tries to
find the best actions to mitigate the effect of a potential attack on a power line.

The second place was for the team of [48]] (Artelys-2024) who used a very similar approach, also building an agent based
on the [Curriculum-2023| approach of [47]. For the continuous redispatching actions, they used convex optimization
(optimCVXPY). Their approach for using redispatching actions is very much the same as in the approach of
[2027] ([38])), where an additional note is made that the agent prefers actions that do not limit renewable energy
sources.
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2.6 Solutions outside of competitions

Quite some researchers proposed interesting solutions outside of competitions; the most relevant solutions to our
knowledge will be chronologically discussed in this section.

2021 In the paper of [49] (CEM-2021), the Cross-Entropy Method [41] is applied to a modified version of the 14-bus
power grid, case_14_realistic in Grid2Op. With this simple RL approach and a smart selection of episodes, the
authors were able to train an agent to successfully operate 96.5% of the scenarios consisting of one week. The research
considers bus-splitting actions only and proposes a reduction of the action space by excluding actions where only one
element is connected to a busbar and actions where none of the connected elements is a line (these are infeasible actions
and are currently excluded by default when collecting topology actions in Grid2Op). Furthermore, they show how the
number of actions per substation can be computed. An interesting part of this research is the evaluation of the agent,
which shows that the agent only needs very few different topologies to manage the grid. Their agent manages the grid
with topology actions at substations 1, 3, and 8.

2022 [50] (D3QN-2022) also consider the 14-bus power grid with only bus-splitting actions. They use RL-1ib to
apply multiple versions of the DQN algorithm and compare their performance, noting that Double Dueling DQN with
prioritized replay has the best performance. They use a highly reduced action space considering only 9 actions and a
limited part of the observation space compared to other solutions. The final agent is tested on scenarios of one month
and, on average, survives 82% of the 8064 time steps.

The topological agent in [S1] minimizes line overflow by solving a mixed integer linear programming (MILP) based on
linear constraints from DC approximation. [51]] propose a three-step pipeline to define a grid segmentation used for a
multi-agent approach (a decentralized control technique with topological closed-loop controllers). First, they create
an influence graph using line outage distribution factor (LODF). Second, a clustering of this influence graph is made.
Lastly, clusters are selected using quality criteria.

2023 The work of [52] (PowRL-2022) considers the 2020 NeurIPS robustness challenge, which concerns the 36-bus
power grid and an attacking opponent. Similarly to [49], they show a formula to compute the number of feasible
topological bus-splitting actions, without the one-element constraint. The RL agent considers bus-splitting actions only.
Before training, the action space is reduced to 240 actions using brute-force simulation. The authors describe how
they combine heuristics with deep RL. Here, the heuristics are the rule-based parts of the method, which are similar to
previously proposed methods: do not activate the RL agent when there is a safe state, reconnect lines when possible,
and revert to the default network topology when the contingency ends. The authors introduce one rule that is different
from previous solutions: Disconnect lines when there is a sustained period of overflow to avoid permanent damage. The
RL agent is trained using PPO with prioritized replay.

The solution[Binbinchen-2020]is extended in the paper of [47] (Curriciculum-2023). This work focuses on the robustness
track of the 2020 NeurIPS challenge. They extend the action space of [Binbinchen-2020| by introducing an N — 1
Teacher and an N — 1 Tutor for imitation learning of the Junior agent. The N — 1 algorithm used for the Teacher and
the Tutor selects the best N — 1 secure action, rather than defaulting to a greedy action that assumes all lines remain
connected. This is achieved by simulating the combination of each topological action with the disconnection of each
line from a predefined subset, and selecting the best N — 1 secure actions based on the resulting py,ax values. This
enhancement increased the considered action space of [Binbinchen-2020] from 208 to 508 actions. In addition, they
added a topology reversion improvement, as used in solutions [SAS-2021][D3QN-2020] and [PowRL-2022] Lastly, the
authors made some important code improvements; for details, see [47]]. This leads to an improved score of 49.12 where

[Binbinchen-2020] got 46.89 according to [26]].

A novel approach using hierarchical reinforcement learning is introduced in [53]] (HRL-2023). The problem considered
is the modified 14-bus network (as in [49]) with and without an adversarial agent. In the hierarchical structure, the
authors consider three levels. At the highest level, the agent needs to decide whether an action is needed. This is a
rule-based agent that uses the activation threshold as in previous solutions. At the intermediate level, a new agent is
introduced that determines where an action is needed. This agent is RL-based, the experiments include both SAC as
well as PPO algorithms. At the lowest level, the agent picks the specific bus-splitting action. Experiments are performed
with both greedy and RL-based algorithms at the lowest level. The intermediate level forces the lowest level agent to
act at the correct substation by applying an action mask.

The authors of [22] (MARL-2023) play with a similar idea, but extend the RL-based lowest level with substation-
specific agents in contrast to the method of where the lowest level consists of one agent that is steered by the
intermediate level agent using an action mask. This concept results in a multi-agent reinforcement learning method
(MARL). The authors do experiments using the SACD or PPO algorithm with dependent or independent multi-agents.
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In this research, the intermediate or mid-level agent is purely rule-based. The concept is applied to the 5-bus power grid,
leaving the research applied to larger grids to be explored.

2024 [54] introduce a hierarchical multiobjective Markov decision problem (HMO-MDP) to address more fairness
between the power plants. This is done by introducing a suitable reward function and is tested using A2C and PPO.

In [55] (HUGO-2024), the authors propose new enhancements to their previous [Curriculum-2023| solution. In this
approach, the greedy Tutor is used to learn Target Topologies (TTs), which are selected based on their robustness. A
target topology is a topology that was found to be safe after a contingency. Here, safe means that the agent is not
triggered by the activation threshold to adjust the topology of the network due to a high p,ax value. The most frequent
TTs are saved and used Greedily in the final agent when the maximum load on the network lines is above a certain
activation threshold. This activation threshold is slightly lower than usual because often multiple actions are needed to
reach the final TT. The authors tested the proposed method on the 118-bus network of the WCCI 2022 challenge. They
improved on their previous solution, which had a mean survival time of 1160, to a mean survival time of 1436.

In the study conducted by [23] (IL-2024) IL is evaluated on the 14-bus network with and without planned and unplanned
outages. An agent is trained using data from two expert agents, a greedy and an N — 1 expert, for details, see [23]].
These expert agents can be regarded as the Tutor in Teacher-Tutor-Junior-Senior framework used in|Binbinchen-2020)

and The agent trained using imitation learning can be compared to the Junior.

An interesting topic that is addressed in the paper of [56] (BDQN-2024) is the imbalance of states and actions in
the PNC problem. They note that this leads to degradation in the agents’ performance and propose a Balance DQN
algorithm to tackle this issue. This algorithm is built upon the ApeX-DQN framework of [57]] and uses k-means-based
predefined curriculum learning (KPCL) in combination with Option-DQN, inspired by the option framework in [58]], to
tackle the imbalance issue.

In [59] (Zonal-2024) the authors address a slightly different approach to the L2ZRPN problem. Their agent acts as a
zonal controller that receives a plan from a planner. The RL-based part of the agent focuses on the continuous actions;
curtailment and storage charging plans. A heuristic expert agent manages the topological actions and determines
whether an intervention from the RL agent is necessary in emergency situations. The RL-agent, trained with PPO,
receives both grid information and the planner’s target plan as state input, aiming to adhere to the plan as closely as
possible.

[60] propose a state and action space factorization technique to distribute the PNC task across multiple agents.
Unlike previous multi-agent approaches that rely on the network’s graph structure, their method uses a data-driven
decomposition of the problem. While this technique has not yet been integrated into an RL-based solution, it shows
potential for PNC applications.

2025 The authors of [24] build on their previous work on IL in [23]], investigating the use of graph neural networks
(GNNs) versus fully connected neural networks (FCNNs) for grid topology control (GNNIL-2025). They propose two
GNN variants, referred to as heterogeneous and homogeneous, based on different graph representations. Their results
show that both GNN types generalize better than FCNNs, with the heterogeneous GNN achieving the best overall
performance.

[61] propose a centrally coordinated multi-agent architecture (CCMA-2025) where multiple regional agents suggest
actions, and a central agent selects the final action for the grid topology configuration. The authors explore several
variants, differing in whether the agents follow rule-based, RL-based, or greedy strategies. Among these, the RL-Greedy
approach — where multiple greedy agents propose actions and an RL-based central agent makes the final decision
— performs particularly well. Their experiments focus on case 14, both with and without an opponent, and suggest
potential for action space factorization in larger cases.

A recent study on IL for PNC, [62], introduces a soft label IL approach (SoftIL-2025). Instead of directly learning
from greedy-based action selection, as in previous methods, all actions are labeled based on the line loads during the
simulations, providing a richer learning signal for the agent. They evaluate this method using FCNN and GNN architec-
tures on the 118-bus case (WCCI 2022 L2RPN). The soft-labeled GNN, in particular, achieves strong performance,
outperforming current state-of-the-art RL agents.

3 Design choices for RL in Power Grid Control

This chapter explores the key design choices involved in applying RL to PNC, with a focus on the implementation
of various techniques and how they differ across solutions. [Table T|provides an overview of the techniques used in
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a selection of the proposed methods described in Due to incomplete documentation, not all solutions are
represented in this or subsequent tables.

This section is divided into two distinct sections. [Section 3.1|covers RL-specific design choices, such as action and state
space definitions, reward function shaping, and other related matters. [Section 3.12|focuses on heuristic, rule-based
decisions, such as activation thresholds and line reconnection strategies.

Solution Acronym | Competition | Size Grid | With Rank | Algorithm Imitiation | Prioritized | Simulation Activation Reconnect | Revert
Opponent used learning |replay used threshold lines topology
A3C—2019| IJCNN 2019 14 172 | A3C 0.6|ﬂ
DDQN-201 9| IJCNN 2019 14 1/2 | DDQN v v v 0.885
SMAAC—2021| WCCI 2020 14, 36 1|SAC 0.9 v
A3C-2020 WCCI 2020 36 3|A3C 0.8
SAS-2021 NeurIPS 2020 | 36, 118 v 1|ES v 1.0F] v v
IBinbinchen-2020| | NeurIPS 2020 36 v 2| PPO v v 1.0 (Teacher) v
0.925 (Tutor)
0.9 (Senior)
0.999 (final agent)
D3QN—2020| NeurIPS 2020 36, 118 v 3| D3QN v v 1.0 v
AlphaZero—2022| WCCI 2022 118 1| MCTS + CE 0.98F] v
IBruteForce-2022| | WCCI 2022 118 v 2 | Greedy + v 0.95 v v
OptimCVXPY
HRI—EU—2022| WCCI 2022 118 3 | Greedy 1.08
ILINAgent-2024 WCCI 2023 118 v 1|PPO + v v [0.6; 1.99] (Teachers) v
OptimCVXPY 0.99 (final agent)
Artelys-2024 WCCI 2023 118 v 2 |PPO + v v 0.98 v v
OptimCVXPY
CEM-2021 - 14 CEM 095 v
D3QN-2022) : 14 D3QN v 0.95
PowRL-2022| |- 36| v PPO v v 0.95EF v
Curriculum-2023| |- 36 v PPO v v 0.925 (Teacher) v v
0.9 (Tutor)
0.9 (Senior)
0.95 (final agent)r-{I
IHRL-2023 - 14 v PPO /SAC v 0.95 v
IMARL-2023 - 5 MA-PPO/ 0.9 v
MA-SACD
IHUGO-2024 - 118 v PPO v v 0.85 (TopoAgent) v v
0.95 (final Senior)
12024 - 4| v IL v v 0.97 v
HMO-2024 - 14, 118 v A2C/PPO N‘AE N.A. N.A.
BDQN-2024| - 14, 36 ApeX-DQN v N.A. N.A. N.A.
Zonal—2024| - 118 v PPO 0.9 N.A. N.A.
GNNIL-2025| |- 4 v I v v 097| v
CCMA—2025| - 5,14 v PPO v 0.95 v v
SoftIL-2025| - us| v IL v v 09| v v

Table 1: Overview of discussed solution methods.
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3.1 General RL Techniques
3.2 Algorithm

As shown in[Table T} the most frequently used RL algorithm for PNC is PPO, featured in 11 of the 26 solutions reviewed
in this overview, significantly more often than any other algorithm. Studies comparing PPO with other algorithms, such
as SAC and A2C, consistently show that PPO performs better in PNC [53] 22} 154]. Note, however, that the agent’s
performance depends not only on the choice of algorithm but also on other implementation details, which are discussed
in the following paragraphs. Additionally, various versions of DQN have been applied to the PNC problem. In [50]
(D3QN-2022)), the authors demonstrate that the prioritized D3QN, an advanced variant of DQN, significantly speeds up
the training.

3.3 Action space

As outlined in the actions available to operate the power network include bus splitting, line switching,
generator re-dispatch or curtailment and, optionally, storage changes (introduced in [5]). Topological actions — bus
splitting and line switching — serve as a low-cost option to alleviate thermal overloads on the network [6]. However,
the large, non-linear, and combinatorial nature of the action space makes optimal control of the grid topology beyond
current state-of-the-art capabilities [11 7], leaving these topological actions as a significant, yet underutilized, source of
operational flexibility in power networks.

The inability of existing methods to navigate such a vast action space has motivated the L2ZRPN competitions [} 6, [7]],
where the primary goal is to use RL, to explore the full range of switching options to control power flows. As a result,
topological actions are the main focus of agents used in L2RPN. [Table 2| provides an overview of the number of feasible
bus-splitting and line-switching actions per case. It shows how the number of bus-splitting actions increases drastically
when going from case 14 to case 36.

Note that Grid2Op considers two types of actions for bus splitting and line switching; set actions and change actions. A
set bus (or set status) action specifies the configuration (or status) that the substation (or line) gets, regardless of its
current state. This means that if a substation (or line) is already in the specified configuration (or status), executing the
action leaves the configuration unchanged. In contrast, a change bus (or change status) action defines which elements of
a substation (or which lines) to switch to the other bus (or status). This results in an action that depends on the current
configuration (status) of the substation (line). Executing the change action will always affect the topology (unless the
affected element is in a cool-down state). It is easier to consider only the set actions since the feasibility of a change
action depends on the current state of the affected element(s). Therefore, the action spaces discussed in the following
refer only to set actions.

To describe the size of the action spaces, we first introduce some useful notations. As mentioned earlier, the power grid
can be represented by a graph G = (V| E), where V is the set of substations (nodes) and F is the set of transmission
lines (edges). The size of substation v € V is denoted as |v| and is equal to the total number of elements connected to
the substation, that is |v| = g(v) + I(v) + b(v) + e(v), where g(v) is the number of generators, [(v) the number of
loads, b(v) the number of storage (batteries), and e(v) the number of lines connected to substation v. A line (edge)
e € E that, when switched off, directly disconnects part of the grid is referred to as a bridge (or cut-edge), denoted as
b € B C E. The total number of lines and bridges in the grid is denoted by |E| and | B|, respectively.

In most Grid2Op environments and L2RPN challenges, the environment allows for only one new substation configuration
at each time step. Therefore, the formula for the total number of feasible bus-splitting actions |Ap,s| is simply the sum
of all possible configurations per substation, that is

el = 3 JA). M)
veV
where |.A(v)] is the number of topology actions that can be performed on substation v.

Computing all possible configurations of a substation v with two busbars simply leads to |A(v)| = 2/°l options.
However, symmetric actions and actions that directly result in a game over by disconnecting a non-line element, i.e.,

3Based on code.

“ This activation threshold is compared with the pmax (¢ + 1) after a simulated DN-action. So unlike other solutions where the
current pmax () is checked.

5 Although not explicitly documented, this value was used in their ICAPS 2021 solution, suggesting it was applied again here.

8The specific activation threshold is not documented, but given that the reward function uses a safety threshold of 0.95, likely,
this value was also applied as the activation threshold.

"Not Available. It is either not documented or not used.
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load, generator or battery, from the rest of the grid can be excluded. This simple reduction leads to [A(v)| = [Asym (v)],
which can be computed as

| Asym ()| = glvl-1 _ (zg(v)+l(v)+b(v) —1), )

also presented by [52]. Note that this computation also includes the actions of substations where only one configuration
is possible due to connectivity constraints. Therefore, the result of this computation is slightly higher compared to what
is presented in[Table 2] which excludes these actions.

The number of feasible line-switching actions is given by
| Aine| = |E| = |B|. 3

| Apine| excludes all line-switching actions involving bridges, as they would isolate parts of the network.

Environment #Subs | #Lines | # Gens | # Loads | #Bridges | |Apus| | [Alinel
case 14 realistic 14 20 5 11 1 150 19
case 14 sandbox 14 20 6 11 1 178 19
case 36 all versions 36 59 22 37 1| 66810 58
case 118 2020 NeurIPS 118 186 62 99 8 | 72107 178
case 118 2022 WCCE| 118 186 62 91 8 | 72957 178

Table 2: Overview of action spaces per environment[]

Due to the large number of feasible actions and the even greater number of possible network topology states, a majority
of the proposed solutions incorporate some form of action space reduction. to[5] provide an overview of the
actions considered (both by the RL agent and the rule-based heuristics), the reduced action space sizes, and the reduction
strategies used in the solutions discussed in[Section 2] The action space sizes refer specifically to those controlled by the
RL agent, excluding actions handled by the heuristics. For most solutions, the RL agent focuses on handling the discrete
topology actions, in some cases with, but in most cases without, line-switching actions. Combining line-switching and
bus-splitting actions is possible, but this naturally yields an even larger action space of size |Aior| = [Abus| X [Alinels
which might unnecessarily complicate the problem. Only [DDQN-20T9] one of the solutions proposed for the first
challenge, tried to combine both action spaces in its solution. In all other solutions, the agents stick to only one action
per time step, either a bus-splitting or a line-switching action.

8This environment also includes 7 storage units.

Some papers report a different number of bus-splitting actions. This might be related to different Grid2Op versions. The
numbers reported here refer to the version adopted in this paper, that is Grid20p 1.9.3.

10This action space includes 312 bus-splitting and 20 line-switching actions.

"This action space includes 155 bus-splitting, 19 line-switching, 76 bus-splitting and line-switching combinations and 1
do-nothing action(s).

11
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Solution Acronym | Actions for RL | Original Size | Reduced Size | % of actions | Reduction method Actions for rule-
agent Action Space | Action Space | included based heuristics
A3C-2019 Topology actions | 312 + 20 = | 156 + 20 = | 50.0% Symmetry reduction. N.A.
332[[] 176
IDDQN-2019 Combined topol- | 156 x 20 = | 155+ 19+ 76 | 8.0% N.A. N.A.
ogy actions: bus | 3120 =251[M]
splitting and line
switching.
CEM-2021 Bus splitting 150 112 74.7% (N — 0)-reduction. Line switching.
ID3QN-2022 Bus splitting 178 9 5.1% (N —1)-reduction, after which a sub- | N.A.
set of actions is selected that lead
to "desirable power network topolo-
gies". Not documented what this
entails.
HRL-2023 Bus splitting 150 106 70.7% (N —0)-reduction. Next, the actions | Line switching.
for substations where only one con-
figuration is possible are removed,
and one explicit do-nothing action
is added.
IL—2024| Bus splitting 150 112 74.7% (N — 0)-reduction. N.A.
GNNIL-Z()25| Bus splitting 150 112 74.7% (N — 0)-reduction. N.A.
CCMA-2025 Bus splitting 178 73 41.0% (N — 1)-reduction. line switching

Table 3: Action space reductions for case 14, the PyPowNet, realistic, and sandbox version. The first two solutions use
case 14 in PyPowNet, which is not mentioned in

In and [5] we omitted the “Original Size Action Space” column, as these solutions primarily focus on bus-
splitting actions, Ay, for which the action space sizes are already detailed in[Table 2] As can be seen in[Table 4] the
exceptions to this are[A3C-2020]and [D3QN-2020]

Based on the current solutions, we distinguish seven methods applied to reduce the bus-splitting action space, each of
which is explained in detail below.

1.

Symmetry reduction: This method includes all feasible actions while excluding symmetric ones. Although
it is now the default approach, it was first introduced during the 2019 L2RPN challenge. The formula for
computing the size of this action space is given in[Eq. (D)}

. (N — 0)-reduction introduced by [49] (solution|[CEM-2021)): This approach only includes actions where at

least two elements (or zero) are connected to a busbar, with at least one of these being a line. According to
experts, this strategy yields more stable actions. The number of actions for a substation v € V' now reduces to

|A(v)] = | An—o(v)|, where
‘An—O(U” = |Asym(v)| - (e(v) - 5|v|,2 ’ 56(1)),2
with d,, ,, the Kronecker delta function, that is d,, , = 1 if m = n and 0 otherwise. |E|

- 66(’0),1)) 4

. (N — 1)-reduction used in[D3QN-2022]and [CCMA-2025} This method only includes actions where at least

two elements (or zero) are connected to a busbar of which at least two elements are lines. The resulting reduced
action space is more robust to potential line failures or planned maintenance. Using this strategy, [61] showed
that the number |A(v)| = |.A,—1(v)| of feasible substation configurations in substation v is equal to

[An—1(0)] = [Asym (0)] = 20O (e(0) = o) 5 — Begu),): ©)

. Greedy reduction: This method narrows the action space to include only the highest-performing actions

identified by brute-force search. Extensive simulations are run with a greedy agent that selects actions based
on the pmax value or, in some cases, based on the reward function. The most frequently selected actions
across multiple scenarios are then retained. For robustness, the scenarios can include an opponent, as in

Another method to select more robust actions used in[Curriculum-2023|and [LTNA gent-2024]

is with an N — 1 Teacher, as described in[Section 2.6}

"3Eq. (4)|is a slightly improved version of the formula presented by [49].

12
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5. Expert reduction: The action space can be reduced according to domain knowledge or experience, as in

A3C-2019] [D3QN-2020} and [HUGO-2024] Unfortunately, it is difficult to check what this entails. The

experience could also be based on greedy simulations.

. Mask reduction introduced by [18]]: This approach restricts to actions from substations larger than a specified
size M. Let Vs 5y := {v € V : |u| > M}. The total size of the action space is now defined by

sl = 37 JAG)]. (©)

veEVs M

Note that, as mentioned in in the solution[SMAAC-2021] the output of the neural network was

mainly reduced by learning the afterstates instead of the specific actions. The size of the output of the neural
network, denoted by |N,ytput| scales therefore linearly, as shown in[Eq. (7)

(Noutput| = Z [ — 1. (7

veEVe

. Stable Topo reduction: This method selects actions that result in a stable topology. For example, in[HUGO]
[2024] the target topologies (TTs) are identified by recording all the topologies that brought the network in a
safe state; i.e., where pnax < activation threshold. The 500 most frequently used TTs are saved for the final
agent. Another example can be found in[BDQN-2024] where each topology action is tested and considered
successful if it remains stable for at least four time steps. After an extensive number of simulations, actions
with a high success rate are kept, while others are filtered out based on a set threshold.

Solution Acronym | Actions for RL | Reduced Size | % of actions | Reduction method Actions for rule-

agent Action Space | included based heuristics

SMAAC-2021 Bus splitting 66674 99.8% Mask reduction with N = 5. Line switching.

A3C-2020 Topology actions | 300 0.4% 200 based on experience, 100 randomly | Line switching.

selected. In addition, the action space con-
tains 295 line-switching actions.

SAS-2021 Bus splitting 732[3] 1.0% N.A. Line switching
and redispatch-
ing.

Binbinchen-2020 Bus splitting 208[@] 0.3% Greedy reduction. Line switching
when line is
disconnected.

ID3QN-2020 Topology actions 786 5] 1.2% Expert reduction. Line switching

or redispatch ac- when line is
tions disconnected.

IPowRL-2022 Bus splitting 240 0.4% Greedy reduction. Line switching.

Curriculum-2023 Bus splitting 508 0.8% Greedy reduction. Line switching.

IBDQN-2024 N.A., but only | 1080 1.6% Stable Topo reduction. N.A.

bus splitting ac-
tions seem to be
used

Table 4: Action space reductions for case 36.

Although the (N — 0)- and (N — 1)-reduction methods may be more sensible, they are only applied to the smaller case
14 instances. Applying the (N — 1)-reduction to case 36 would reduce the action space to 65985, see [61]], which is still
nearly 99% of the action space. Hence, for the larger cases, such as 36 and 118, more drastic reduction strategies are

BTwo action spaces are used, Ayormai, Which is used by default and A ception, Which is used only when specific lines are
disconnected. Here, | Apnormai| = 500 and | Aczception| = 232.
“This action space includes change bus actions. This is different from ser bus actions which most solutions use. See
https://grid2op.readthedocs.io/en/latest/.

'5In addition, the action space contains 58 line switching, 40 redispatching and one explicit do-nothing action.
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typically employed to deal with the exponential growth of the action space. For case 36 and case 118, the percentage of
selected bus-splitting actions generally falls within [0.3 — 1.6] and [0.4 — 2.8], respectively, excluding the exceptional
cases [HRI-EU-2022l and SMAAC-2021]

The challenge in effective action space reduction lies in balancing two critical factors: ensuring that the reduced space
still encompasses all the necessary actions to mitigate potential contingencies and avoiding an overly large action space
that hinders the RL agent from converging. Most current solutions employ a greedy reduction method, which quickly
selects the most promising actions. However, this approach may exclude actions that, while not optimal on their own,
could prove valuable when combined with others. For instance, an action might appear less rewarding in the short term,
but when considered in conjunction with other actions, it could yield a higher long-term benefit.

Solution Acronym | Actions for RL | Reduced size | % of actions | Reduction method Actions for rule-

agent action space | included based heuristics

SAS-2021 Bus splitting 1000 1.0% N.A. Line switching.

ID3QN-2020 Topology actions | 978 1.4% Expert reductiof™ In addition, the action | Line switching.

space contains 185 line switching and one
do-nothing action.

IAlphaZero-2022 Bus splitting 2000 2.7% Greedy reduction. Line switching
and redispatch-
ing.

BruteForce-2022 314 0.4% Greedy reduction. Bus splitting, line
switching and re-
dispatching.

HRI-EU-2022 N.A. N.A. Randomly draw 1000 line switch com- | Line switching

bined with redispatch actions each time | combined with
the grid is in danger. redispatch.

ILINAgent-2024 Bus splitting 1516 2.1% Greedy reduction. Line switching
and redispatch-
ing.

IArtelys-2024 Bus splitting 500 0.7% Greedy reduction. Line switching
and redispatch-
ing.

HUGO-2024 Bus splitting 2030 2.8% Apply the action space of AlghaZeroJ Line switching.

[2022]with an additional 30 expert actions
selected by RTE (Expert reduction). Sta-
ble Topo Reduction for the target topolo-
gies (TTs).
SoftIL-2025 Bus splitting 2030 2.8% Apply the action space of IHUGO—2024| Line switching.

Table 5: Action space reductions for case 118.

3.4 Observation space

The observation or state space of the power network includes all relevant information about the physical network needed
for PNC, described in[Section 1.1] It should be noted that while extensive information may provide a comprehensive
view of the system, it may also introduce unnecessary complexity, thereby posing a challenge for a Deep-RL (DRL)
agent to focus on the most crucial aspects. Conversely, an overly reduced observation space might result in suboptimal
or uninformed decisions due to missing key information.

Based on the approaches evaluated in[Table 6] it can be noted that most authors incorporate key variables such as active
power of generators, loads, and lines (gen_p, load_p, p_or, p_ex), topology configuration (topo_vect) and consistently
across all solutions, the line loading (p) as features representing the state .S; observed by the RL agent. Notably, the

solutions DDQN-2019] [AlphaZero-2022] and [Zonal-2024] utilize the entire observation space without applying any

reductions in state representation referred to as the CompleteObservatio

"https://grid2op.readthedocs.io/en/latest/observation.html
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The solution[SMAAC-202T]introduces an additional feature danger, a binary vector that flags lines e € F when the
loading p. exceeds a predefined danger threshold pgunger = 0.9. Moreover, this solution enriches the state Sy by
incorporating a history of previous states, St = [$¢—p, . .., S¢], enabling the agent to discern trends, such as rising or
falling feature values. Like other solutions that utilize a GNN architecture — such as [MARL-2023| [GNNIL-2023]
and [SoftIL-2025]— [SMAAC-202T|structures feature values into a feature matrix, alongside an adjacency matrix that
represents the current topology configuration of the graph.

In the coordination agent receives, in addition to the information on the grid, the proposed actions and/or
action values from the regional agents.

The most heavily reduced state space appears in[D3QN-2022] where only four features are retained: the voltages of the
lines (v_or, v_ex), the currents or line flows (a_or, a_ex), the line loads (p), and the topology configuration.

It should be noted that not all authors explicitly documented which parts of the observation space were included in
the state space provided to the RL agent. In such cases, we extracted this information from publicly available code
repositories, if available. Solutions for which the exact observation space could not be determined have been excluded
from

None of the reviewed solutions explicitly applies systematic feature selection techniques to reduce the state space.
Instead, most authors rely on domain knowledge and intuition to select the most relevant features. While this approach
has been effective in previous work, it raises the question of whether more principled feature selection methods could
further improve performance.
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3.5 Normalization

Once the features from the observation space have been selected, it is important to transform the data to train the model
efficiently. Normalization entails rescaling the input features to ensure that the values fall within a standard range, such
as [—1, 1]. This step is essential in machine learning, as neural networks tend to train faster and more effectively when
features are on a similar scale. Although most Deep RL solutions for PNC apply some form of normalization, this
aspect is often under-reported in the documentation and sometimes entirely overlooked in implementations.

Selecting the appropriate normalization technique can be a complex task in its own right; see [64], [65], [66l], [67] and
[68]]. This paragraph highlights two common techniques used in L2RPN that are effective and accessible for scaling
features when training a neural network.

A widely used normalization technique, applied by [235]], [47] and [S3] is min-max (or linear) scaling. This method is
effective when the data is relatively uniformly distributed and does not contain any extreme outliers. The formula for
computing the normalized value X, rmalizeq Of an observed feature value X using the min-max scaling is described in

X — Xmin
Xnorma ized — v~ 8
ized X max X min ( )
The method guarantees X, ormatized € [0, 1]. For the computation, approximate lower and upper bounds (X, and
Xmax) are required, which can be obtained by running simulations, for example, using a do-nothing agent. For some
features, such as generator production, these bounds are predefined and can be directly derived from Grid2Op.

Another common approach, used by [18]], [37], [35], [36], [38] and [22], is Z-score normalization (or standardization).
This technique is more appropriate when the data is roughly Gaussian distributed. In this case, the normalized value is
obtained by:

X - u(X)
X ; = -
normalized O'(X) ) (9)

where (X)) and o(X) represent the empirical mean and standard deviations, which can be estimated through simula-
tions. This method results in Z-normalized data with a mean of 0 and a standard deviation of 1.

While both techniques make assumptions about the underlying data distribution, real-world data often does not strictly
conform to these assumptions. Exploring alternative normalization methods could offer improvements in the training
process.

3.6 Reward

Selecting an appropriate reward function is essential for a reinforcement algorithm to effectively learn the desired
behavior, as emphasized by [69]]. This section provides an overview of the reward functions proposed for the various
L2RPN challenges.

As shown in[Table 7] the reward function typically involves two components: the reward during normal operations and
the reward at the end of an episode. The latter usually incorporates a negative reward upon a game over and sometimes
also includes a positive reward upon the agent’s successful completion of the episode. During normal operations, the
reward function should steer the agent in order to avoid a game over. Having a negative or positive reward at the end of
an episode encourages the agent to maintain the stability of the network. However, relying solely on terminal rewards
can delay learning, as it may take many episodes for the value functions to converge and reflect long-term rewards.
Providing meaningful rewards during normal operations offers more immediate feedback, helping the agent differentiate
between beneficial and detrimental actions. In the following, we describe various reward functions that have been used
to guide agent behavior during normal operation.

[1] introduce a commonly used reward function referred to as Rasqrgins, detailed in[Eq. (10)} This reward has been
applied (directly or in a scaled fashion) in several solutions, including[DDQN-20T9} [A3C-2020] [CEM-2021} [HRL-2023}
and as shown in Rirargins is one of the default rewards available in the Grid2Op package.
This reward 1s designed to encourage a balanced power flow across the transmission lines by maximizing the margins
between the power flow used and the thermal limits (maximum capacity) of the lines. Let F.(¢) denote the power flow
on transmission line e € E at time step ¢ (in Amperes), and L, represent its thermal limit. At time step ¢, the margin
M. (t) is computed as

M,(t) = max {0,1 _E®

Vee B
Le }7 ee )
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and the reward as

Ratargins(t) = Y (1= (1= M(t))?) . (10)

eclk

This reward function encourages keeping the power flows on each line below their thermal limits by rewarding larger
safety margins.

Another frequently used reward function is R, a simple linear function based on the maximum line load pyax(t) :=
max{pe(t) : e € E}, defined as:

R(t) = 2 — pmax(t),  if pmax(t) < 0.95,
Y72 = 2pmax(t),  otherwise.

This reward function was first introduced in and later applied in[PowRL-2022] [Curriculum-2023] and
As illustrated in[Table 7] it is often combined with a high negative penalty for game over events or for

perorming illegal actionﬂ and a strong positive reward when the agent successfully completes the episode without
failure.

The solution[SMAAC-202T|uses a reward function based on energy losses rather than transmission line loading, namely

Zie loads Pi (t)
ZiEgens pi(t)

where p; is the active power production or consumption of a load or generator ¢, respectively. Notably, this reward
function departs from the other line-load-based reward functions by focusing on minimizing energy losses, indirectly
encouraging lower line loads since overloaded lines tend to increase energy losses. Despite being fundamentally
different, this reward function has shown good performance in [18]].

Lastly, we discuss the reward designed by [38] and used in[AlphaZero-2022] Their reward is based on the cumulative
sum over all overloaded lines.The authors introduce a function u as in|Eq. (11)|and utilize it to calculate the reward as:

Rross (t) = - 0.9,

—u(t)—0.5 Noffine
RAlpha,(t) =€ u(®) Thoft 3

where

(11)

(t) maX{pmax(t) - 0-57 0}7 if Pmax < 1.0,
u = .
ZleL:pl>1 Pl otherwise.

This reward function considers the number of disconnected lines, n¢fine, to decrease the maximum achievable reward at
that time step.

The solutions[BruteForce-2022]and [HRI-EU-2022]rely on greedy simulations to determine the next action. The selection
of greedy actions can be guided by the reward (¢ + 1), but these approaches base their decision on the maximum line

load pax(t + 1). Specifically, the greedy agent selects the action that minimizes pyax (t + 1). [BruteForce-2022|and
[HRI-EU-2022] are therefore excluded from [Table 71

Since [IC-2024] [GNNIL-2023] and [SoftIL.-2023] do not use an RL agent and thus do not require a reward function to
guide their behavior toward a stable state, these approaches are also excluded from[Table 7}

Lastly, we note that not all authors documented the reward function used. In this case, the reward function was derived
from the code if it was publicly available. Solutions for which we were unable to determine the reward function are

excluded from [Table 71

Solution Acronym | Reward function

Fi (%)

-1 if 0.95 — , if F1(t) <0.95- Ly,
A3C-2019 r(t) = { 200 1 BaME OVEL, here Ri(t) = T ) < :
Y e Ri(t), otherwise, a-(0.95 — ZL—’), otherwise.

-1, if game over,
- Ryvrargins(t),  otherwise.

DDQN-2019) r(t) =

1
n

Table continues on the next page. ..

"Tllegal actions are actions that are currently unavailable, for example, due to maintenance of a substation or power line.
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Solution Acronym

Reward function

—200 if game over
A3C-202 t = ’ ' h Rvia ate t - - :
T( ) {R]\largins(t) + Rviolated(t)y otherwise,ﬂ whete tat d( ) ZZGL ﬂl
ReLu(fi —1) with B, =50, Vi€ L.
-1, if action results in game over,
SMAAC-2021 r(t) =< —0.5, if action is illegal,
Rross(t), otherwise.
D3QN-202 T(t) = wq - RSandboz(t) + w2 - RCloseToOverflow (t) + w3 - Rpistance (t) + wy - RLineCapa (t)a where

* Rsandboz (t) based on costs for redispatch and loss,

* RCioseToOverflow (t) based on the overflow of lines; less overflow gives higher reward,

* Rpistance(t) based on the distance from the reference topology; smaller distance gives higher reward,
* Rrinecapa(t) based on the lines capacity usage; more available capacity gives a higher reward,

e and wi = 30, wa = 200, w3 = 20, and wq = 3.0[7]

Binbinchen-2020

—300, if action results in game over,

t) —10, if action is illegal,

T =
500, if finished complete episode,

R,(t), otherwise.

SAS-2021 No reward function used for training. They estimate the value function (which should be the expected dis-
counted future reward of a state) with the current risks of the lines defined as R;sx(t) = max { F’L(Lt) } Vi e
L.
CEM-2021 r(t) = 0, if actioTl results in game over,
Rurargins(t), otherwise.
D3QN-2022 r(t) = 1, %f survived time step ¢,
0, if game over.
—300, if action results in game over,
PowRL-2022 r(t) = < 500, if finished complete episode,

R,(t), otherwise.

AlphaZero-2022)

r(t) = RAlph,l(t).

Curriculum-2023

t) —10, if action illegal or results in game over,
r
R,(t), otherwise.

HRL-2023 () = 4 7 Rurargins(t), .1f survived time step ¢,
—0.5, if game over.
-1, if action results in game over,
MARL-2023 r(t) =< —0.5, if action is illegal,

Rross, otherwise.

[LINAgent-2024

(t) —10, if action illegal or results in game over,
r
Rp (t) ~+ Raction (t), otherwise,

4.0, if do-nothing action is used,

h Rac ion t) = 1
where tion (t) 0.0, otherwise.

The greedy search uses a simple linear reward based on the maximum p value: Rgreedy = 2 — Pmax-

BDQN-2024

—20 if action results in game over, . ci-(PMaX_ P, (1))
r(t) = ' where R (1) = =i€gems = L2
® {0~7Re (t) + 0.3R.(t), otherwise, (t) Yicgens ci P}
with ¢; the costs of generator ¢ € gens and P/*** and P;(t) the maximum and given active power of
generator i € gens, respectively, and R.(t) = 1 — lé—‘ D ico ﬁ%, with O C F the set of connected

transmission lines and I;"** and I;(¢) the maximum and the given current of line ¢ € O, respectively.

Table continues on the next page. ..
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Solution Acronym | Reward function
CCMA-2025 r(t) = L Ratargins(t), .if survived time step ¢,
-0.5, if game over.

Table 7: Overview of the reward functions, r(t), used by the solutions discussed.

3.7 Imitation learning

As shown in[Table T} eight out of twenty-two solutions employ Imitation Learning (IL), [15L 70, [71]], a machine learning
technique in which a task is learned by observing an expert. In IL, the agent tries to mimic the behavior of an expert
by predicting the actions a(t) € A the expert would choose in state s(¢) € S. This differs from RL, where the agent
learns through exploration, receiving rewards to guide it towards a policy that maximizes long-term cumulative reward.
Although RL is effective in many scenarios, learning an optimal policy can be difficult, for example, when the rewards
are sparse (e.g., given only at the end of an episode), or the reward function is undefined, which is the case in power
grid maintenance. As discussed earlier, different reward functions have been designed to provide the agent with the
right feedback. However, manually designing a reward function that satisfies the desired behavior can be extremely
complicated. IL could be a good solution to address this issue. Moreover, even when a proper reward function is
available, IL can speed up the learning process by reducing the number of samples required for RL.

IL has two main classes: behavioral cloning (BC) [[72, 73] and inverse reinforcement learning (IRL) [[74]. In BC, data
trajectories (7*) of the expert agent are collected, consisting of state-action pairs (sg, ag), (s1,a}), . .., and supervised
learning is used to learn the policy 7y, parameterized by 6 using a neural network, that minimizes the loss £ (a*, 7wy (s)).
In contrast, IRL tries to determine the reward function r¢(s, a) that the expert agent is optimizing, based on observed
demonstrations, rather than directly learning the policy.

The IL-based solutions proposed for L2ZRPNall involve BC. In a greedy expert (referred to as Tutor)
selects the action that minimizes the maximum line load pp,.x(t + 1), while the agent (Junior) attempts to replicate this
policy. In|Curriculum-2023] the experts’ strategy is extended with an NV — 1 secure action selection, as described in

Section 2.6% This extended experts’ strategy has also been used in[LCINAgent-2024] [Artelys-2024] [HUGO-2024] [[L-2024]
NNIL-

and [SoftIL-2023] Five of these papers use IL as a warm start to initialize RL-based agents, similar to the
approach used in the AlphaGo algorithm [[73]]. In contrast,[IL-2024] [GNNIL-2023] and [SoftIL.-2023] explore IL as the

primary method without subsequently deploying an RL algorithm. Nevertheless, these experiments show promising
results, being able to improve on the expert Greedy baseline while reducing the computation time needed.

As pointed out by [23]], BC can result in a distribution shift: small deviations in the agents’ actions from the experts can
lead to unseen scenarios for which the behavior is undefined. Consequently, the agent makes more mistakes, which
could lead to catastrophic failures. To mitigate this issue, an improved version of BC can be used, where training
alternates between the agents’ policy and the expert [[76, [77].

3.8 Prioritized replay

In its simplest form, RL algorithms discard experience after one update. Experience replay, a technique designed for
off-policy algorithms, addresses two key issues: the risk of strongly correlated updates, and the tendency to forget
useful but rare experiences immediately. Transitions, (s;, at, r¢, S¢+1), experienced by the agent, are stored in a replay
buffer and sampled uniformly at random to be revisited. In prioritized experience replay (PER) [[17], the idea is to
replay transitions that are important more frequently and, in this way, make more efficient and effective use of the stored
experiences. The priority is typically determined by the temporal difference (TD) error, which measures the difference
between the predicted Q-value of a state-action pair and the target Q-value based on the current policy. Essentially, the
TD error indicates how much the new experience impacts the learning process. As mentioned in [[17]], this prioritization
might introduce a bias, which is corrected through importance sampling.

Several solutions in that employ DQN-based algorithms,[DDQN-2019] [D3QN-2020|and[D3QN-2022](12, 32} 50],

make use of PER. In [50], the authors demonstrate the performance improvement when using PER for D3QN applied to
the L2RPN problem.

The authors of [PowRL-2022]52] also applied PER in their solution, but combined with PPO. This is noteworthy since
PPO is an on-policy algorithm, and as previously mentioned, experience replay is primarily designed for off-policy
methods. The use of PER in this context shows potential benefits outside its conventional use.
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3.9 Exploration strategies

A DRL agent needs exploration to learn more about the environment and discover potentially good actions. A common
exploration strategy used for off-policy algorithms is Epsilon-Greedy. Here, the agent selects a random action with
probability € and with probability 1 — e the action best evaluated, a* = arg max,c ,{Q(s¢, @)}, according to the current
estimated Q-values.

Due to the large action space it can be difficult for the agent to converge to a good policy. [DDQN-2019|and [D3QN]
Mll 32|, therefore, introduce a guided exploration method. In this approach, the agent selects the top IV estimated
Q-values for the current state Q)(s¢, a) and simulates the performance of each action to pick the action with the highest
reward. This leads to a more stable training process and significantly increases training efficiency. It should be noted
that this approach uses a greedy action selection based on simulations and, therefore, might overlook actions that do
not directly yield a high reward but do result in a new state s;,; for which the cumulative discounted future reward is
profitable.

3.10 Curriculum learning or prioritized training

It can be noted that PNC is a very complex task. To understand and learn the concepts of a complex task, humans
and animals often start with smaller, easier sub-problems and gradually move to the more complex ones. Curriculum
learning, introduced by [14], essentially copies this idea as a training strategy in the field of machine learning.

11]] apply this technique by defining three difficulty levels and training the agent from easy to hard. The
difficulty levels are defined by adjusting the GridZOIF_U]conﬁguration parameters: SOFT_OVERFLOW_THRESHOLD (SOT),
NB_TIMESTEP_OVERFLOW_ALLOWED (TO and HARD_OVERFLOW_THRESHOLD (H OT'). When a transmission line
e € E has a soft overflow, i.e., p(t) > SOT, for more than TO A consecutive time steps, the line will be disconnected.
In case p.(t) > HOT, the line e immediately disconnects. In level-1 (the easiest) all parameters, SOT, TOA, and
HOT are set in such a way that lines would never disconnect, level-3 applies the default parameters of the environment,
which are SOT = 1.0, TOA = 3 time steps and HOT = 1.5 and level-2 is set in such a way that the strictness of the
environment gradually increases. The authors show that adding this curriculum training strategy to the A3C algorithm
applied to PNC enhances the training progress and improves the results of the final agent when tested on the evaluation
episodes.

The authors of BDQN-2024J56]] introduce K-means based predefined curriculum learning. The initial states that can be
used as a start during the training process are grouped into clusters using K-means. One of the clusters is then sampled
based on a calculated sampling weight, which is defined by the cluster’s difficulty and visiting frequency. With this
sampling weight, the authors try to balance learning in a curriculum strategy, from easy to hard, while ensuring state
variety.

Another solution that orders the data given to the DRL agent is SMAAC-20Z1[[18]. In this approach, the training
algorithm gives priority to more difficult episodes. Contrary to what curriculum learning suggests. The difficulty of an
episode is determined by how well the do-nothing agent performed and how well the DRL agent has done so far. This
has the advantage that the agent enters situations where it could learn more frequently, since difficult scenarios require
more interference from the agent, whereas too easy scenarios might barely exceed the thermal limit of the transmission
lines.

3.11 State and action space factorization

One of the key challenges of PNC is the large state and action space which is known as the curse of dimensionality. To
deal with this problem, several authors propose to decompose the PNC problem into multiple subtasks, referred to as
factorization (or decomposition) of the (state and) action space.

Four of the evaluated papers, [18l 53} 22l |61]], suggest a hierarchical setting where one agent is responsible for
determining the area, in this case, the substation where an action is needed, and another agent decides the specific action,
i.e., the substation configuration, executed. In[SMAAC-2021|[18]) and[MARL-2023][22]]), the agent that determines
the actionable substation is a rule-based agent, and the agent that defines the specific substation configuration is one or
multiple RL-based agent(s). On the other hand, the solution of [HRL-2023|[53]]) proposes an RL-based agent to select
the substation together with a Greedy or RL-based agent for the substation configurations. The solution
([61]) reverses the order of the agents. The regional agents first propose an action, after which one central coordinating
agent decides in which area the proposed action will be executed.

The research of [I1]] has been applied on the predecessor of Grid20p, PyPowNet. We discuss the equivalent parameters here.
2 [T1]) referred to as consecutive overload limit, COL.
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In[BDQN-2024] ([56])), the authors integrate the option model inspired by [58]. In this approach, the problem is split into
two subtasks based on the action frequencies. One of the neural networks of the agent is specialized on high-frequency
actions and the other on low-frequency actions.

A limitation of the previously mentioned approaches is that an agent ¢ with a certain subtask, i.e., that only controls
a subset A; C A, still observes the entire grid, and therefore their state space is not reduced, as pointed out by [60].
Creating a good segmentation of the state and action for PNC is a difficult task, as the highly interconnected structure of
the grid and the nature of power systems can cause local actions to have an effect on a very distant portion of the grid,
as shown by [78 [79] with influence graphs.

In [51]], the authors use an influence graph based on the Line Outage Distribution Factors, a metric that measures the
effect of disconnecting a transmission line % to the power flow of transmission line j, to define a segmentation of the
power grid. The resulting segmentation is then used to define the areas of the topological agents, which show promising
performance when compared with one central agent, both MILP-based.

[60] propose a state and action factorization method that can also be used outside the PNC context, without the use of
influence graphs or domain-specific knowledge. The factorization that was found using this method has not yet been
applied to an RL agent for PNC at the time of writing, so this is still open for future research.

3.12 Rule Based Techniques

This section discusses different rule-based techniques used to enhance the agents’ performance. The rule-based
techniques considered are the activation threshold, reconnection of lines, and reverting to the reference topology. These
expert rules are based on what is known to work well in the power grid system. As seen in[Table T} all solutions use
expert rules to enhance agents’ performance.

3.13 Activation threshold

When the power grid is operating safely and there are no contingencies, it is best not to interfere (too often) as this
will result in more instability. To accommodate for this, ([12]]) introduced a warning flag which we refer
to as activation threshold (AT), denoted p,;. The agent is activated only when one of the lines exceeds the AT, i.e.,
Pmax(t) > pact. As shown in [[12]], this significantly improves the training process, as the agent does not have to learn
what to do during a period when the system is in a safe state. ([18]) note that the MDP now becomes a
semi-MDP setting for the RL-agent [58]].

From(Table 1} it can be seen that the values used for the AT range between 0.6 — 1.0 and there is no golden rule. On
average, the AT used for the final agent is p, ~ 0.93 and from [Table §]it can be seen that on average a higher AT is
used in the larger cases. Some agents use a lower value for p,. during the training process. This can be argued by the
fact that the agent otherwise might take a long time to train due to its infrequent activation. By having a lower AT, data
is collected more frequently, and more training updates can take place. However, having a low AT harms the training
process, as the agent needs to learn to do nothing when the network is in a safe state.

Case Mean AT p,; Median AT py
All cases 0.93 0.95
Case 14 0.90 0.95
Case 36 0.94 0.95
Case 118 0.96 0.98

Table 8: Overview of mean and median activation thresholds p,. used for the RL agents.

The AT is not always compared to the current pp,.x (%), instead some approaches estimate pyax (t+ 1) using a simulation
of a DN-action and activate the agent when pyax(t + 1) > pac.

The documentation in the slides and the code do not agree. This equation shows how it is implemented. According to their
documentation they cut it off at a minimum of —10 to avoid “fear”.

2ISee https://github.com/lujasone/NeurIPS_2020_L2RPN_Comp_An_Approach/blob/
£db01cc42253e948562453d2fb3249felded37e0/Adaptability_Track/MyRewards.py for more information on the
exact reward functions.
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3.14 Line reconnections and disconnections

As described in when a line is overloaded for too long, it will automatically disconnect and cannot be
reconnected for the next 10 time steps, defined in Grid2Op by NB_TIMESTEP_RECONNECTION. Other reasons a line
could be disconnected are due to planned maintenance, introduced in the WCCI 2020 challenge, see
opponent attacks, which are part of the NeurIPS Robustness Track in 2021, see[Section 2.3] and later challenges, or
simply due to a line switching action of the agent. After such a disconnection the line cannot be reconnected until the
cooldown time of the line has passed, defined in Grid20p by NB_TIMESTEP_COOLDOWN_LINE.

When a line is disconnected, it makes sense to reconnect it as soon as possible, as the network is usually more stable
and robust when most lines are connected. Using this assumption, it makes sense to implement this straightforward rule
to enhance the agent instead of letting the RL algorithm of the agent learn when to reconnect lines. From [Table 1]it can
be seen that, starting from the WCCI 2020 competition, most solutions use this enhancement.

In[PowRL-2027] ([52]), an additional rule for line switching is introduced: When a line is overloaded for a consecutive
number of time steps, the line will be manually disconnected to avoid permanent damage.

3.15 Revert to reference topology

This expert rule is based on the assumption that the grid is most stable in its reference topology, i.e., the topology where
all elements are connected to the same busbar in each substation [47]. Based on this assumption, some solutions add
a heuristic that proposes actions to revert to the reference topology whenever the grid is in a safe state. To define a
safe state, a revert threshold (RT), denoted prey, is usually introduced. When pyax(t) < prev the network is assumed to
be safe. The actions to revert to the reference topology are often first simulated and then greedily selected based on
Pmax(t + 1). The code of reveals that the authors also introduced a minimum period between each
reversion, which prevents the grid from going back and forth between topologies and, therefore, provides a more stable
grid. The approach[CCMA-2025|uses a different additional condition for topology reversion. The revert to reference
topology rule is only implemented between 03:00AM and 06:00AM, as the grid tends to be more stable at night.

The solutions [[L.-2024] and [GNNIL-2023]| do not use an RT, but instead, the scenarios are split into individual days. The
authors highlight two benefits of this approach: (1) shortening the scenarios increases the amount of usable data for
learning, as fewer data can be used from scenarios where the agent fails quickly, and (2) this mimics topology reversal,
which is assumed to be beneficial for operating power grids, as stated earlier.

The last column of shows which solutions revert to the reference topology in their implementation. The mean
value used as RT is 0.89, see [Table 9]

Revert threshold (prey) | Solutions
0.95 | [SAS-2021F% [D3QN-2020F [PowRL-2022

0.9 | [AlphaZero-2022PA [LINAgent-2024] [CCMA-2025

0.85 | [BruteForce-2022P2

0.8 | [Curriculum-2023} [SoftIL.-2025
Table 9: Overview of values chosen as revert threshold p,.y, 1n different solutions.

4 Benchmarks, performance metrics and baselines

This chapter discusses the evaluation framework used for assessing reinforcement learning (RL) agents in the context of
power network control (PNC), by covering three main components: benchmarks (Section 4.1)), performance metrics
(Section 4.2)), and lastly baseline agents (Section 4.3)).

4.1 Benchmarks

Grid20Op provides a variety of benchmarks that can be used for the training and evaluation of an (RL) agent for PNC.
See for an overview of all environments that we refer to in this paper. Starting from a toy size, case 5, with
only five substations, the difficulty of the benchmark environments increases to a real-size grid of 118 substations, case

22Based on code.
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118. Furthermore, additional stochasticity, more sustainable energy sources, and an adversarial agent are added to some
environments to increase the difficulty. Each of the environment datasets consists of episodic scenarios with 5-minute
intervals.

The different environment datasets that can be used are more elaborately discussed in[Section 2] and more information
can be found in [63]].

Case Grid20p name Maintenance Opponent Redispatch Storage units
Case 5 example rte_case5_example

Case 14 realistic rte_casel4_realistic v

Case 14 sandbox [2rpn_casel4_sandbox v

Case 36 WCCI 2020 [2rpn_wcci_2020 v v

Case 36 NeurIPS 2020 [2rpn_neurips_2020_trackl v v ve

Case 118 NeurIPS 2020  [2rpn_neurips_2020_track?2 v v

Case 36 ICAPS 2021 2rpn_icaps_2021 v v v

Case 118 WCCI 2022 [2rpn_wcci_2022 v v v v

Case 118 IDF 2023 2rpn_idf 2023 v v v v

Table 10: Overview of the available benchmark environments in Grid2Op, [63]].

4.2 Performance metrics

Training curve A good measure of the performance of an agent is the episode return, i.e., the accumulated reward.
To measure the performance of a novel RL algorithm, researchers often compare training curves of the algorithm with
other state-of-the-art RL algorithms. The training curve is usually a plot with the mean episode return on the y-axis and
the number of time steps played in the environment on the x-axis. The training curve provides a good visualization of
how agent performance improves as the RL algorithm has more interactions with the environment.

These training curves are frequently used in the research conducted on RL for PNC. However, it is difficult to compare
the results of one paper with the results of the other since not everyone uses the same reward function. Therefore, it is
necessary to regenerate the results of other agents for a fair comparison. To use a more general metric, one could use
the mean episode duration (or mean survival time) instead of the return in the training curve, as in [38]].

Another aspect to consider for the training curve is that an RL-agent that uses an AT does not interact with the
environment at each time step, see Therefore, it is more sensible to use the number of environment
interactions of the RL-agent on the x-axis instead of the number of time steps played in the environment as done in
[18,15322]]. Alternatively, the number of agent updates can be put on the x-axis as in [28]], but this quantity critically
depends on the batch size chosen for the updates.

Metrics for the final agent To evaluate the performance of the final (trained) agent for the L2RPN challenge, [[7]]
introduced a score function. The resulting scores range between [—100, 100] where —100 corresponds to an immediate
blackout, 0 corresponds to the performance of a do-nothing baseline agent, 80 corresponds to safely finishing the
scenario, and 100 corresponds to an oracle agent that also optimizes all energy losses. The operational cost, the costs of
energy losses, and the costs of a blackout are used to define the overall L2ZRPN score.

Another frequently used metric to assess the final performance of the agent is the average number of time steps survived,
as in [47, 38| 53]]. In this case, it can be good to also include the redispatch and curtailment costs, as in [38]], since this
metric does not account for the costs of agents’ actions.

Some papers also report the mean episode reward, but since the reward function is different per proposed solution, this
metric is less informative. Other examples of statistics that, for example, are included in [} [18}, 149, 147, 53] are the
number of (un)solved scenarios, the topology depth, the (number of) unique topologies or actions, and the (number
of) substations changed. Where the fopology depth defines the distance from the reference topology, i.e., how many
substations are not in the reference topology.

Lastly, an interesting factor in the performance of the agent is the computation time needed. For example, a greedy agent
performs quite well on the PNC problem, as shown by the solutions [BruteForce-2022]and [HRI-EU-2022] However, a
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greedy agent that has to iterate over all possible options requires a lot of computation time. [38} 55] therefore include
computation time as a performance measure in their evaluation.

4.3 Baselines

To aid a good start and help researchers evaluate their agents, the authors of [[7] provide a dedicated package with
baselines for the LZRPN competitioﬂ The package includes a Do-Nothing Agent, which is a frequently used baseline
and is also directly accessible in the Grid2Op package. As the name suggests, the Do-Nothing Agent does not change
anything in the network and gets a corresponding L2RPN score of 0, as described above. This is a simple baseline to
confirm that your agent learned the intended behavior. The same package also includes an Expert Agent described by
[80], which is used as a baseline by [47]. This agent ranks the topology actions with the information of an overload
distribution graph based on LODF, and greedily selects the best action after simulation of the top actions according to
this rank.

It is also good practice to benchmark the results of an agent with some current SOTA solutions, as done in [[18} |52].
Most of the proposed solutions are publicly accessible via the baseline package. However, it might be time-consuming
and difficult to replicate the results of previous solutions even when the code is publicly available due to the changes to
Grid20p or other packages required by the proposed solution. Another option is to compare the results with earlier,
different, or simpler versions of the agent to show how the proposed enhancements of the agent affect the final results,
as in [[12}150% 147, 15301221138 156].

A baseline agent that only uses continuous actions is OptimCVXPY. This agent is included in a couple of proposed
solutions, as can be seen in It is interesting to compare the saved costs of redispatch and curtailment actions
and the computation time of a proposed agent with this agent. [S]] introduces another baseline agent that uses only
continuous actions, trained using PPO.

Lastly, the Greedy Agent is an interesting baseline agent to discuss. In this baseline, used in [38} 53} 23], the agent
selects the best action based on the reward (¢t + 1) or the maximum line load pyax(t + 1) simply by simulating the
network at the next time step ¢t 4+ 1. Similar to the RL-based agents, the Greedy Agent is activated to perform an action
only when the activation threshold is exceeded. As stated earlier, this agent gives good results, and an RL agent that can
get close to or improve this baseline is usually quite good. However, the Greedy Agent does not consider the potential
future rewards and, therefore, omits actions that do not directly give the best reward but can result in beneficial states
after execution. Additionally, simulating all possible actions is computationally expensive. Therefore, a reduction of the
action space is needed when applying this to cases 36 and 118, as done in [38]].

S Experimental setup

This chapter presents our experimental setup for our numerical studies. We evaluate a selection of modeling choices
that have been discussed in[Section 3| by analyzing their impact on the performance of the (RL-based) agent.

First, describes the general experimental setup, including the benchmark environment, performance metrics,
and baselines used. The subsequent sections explain the setup for each individual evaluated modeling choice:

* Action space in[Section 5.2}
* Observation space in[Section 5.3]
* Reward function in[Section 5.4}

e Curriculum training in
¢ Activation threshold in[Section 5.6]

* Line reconnections and disconnections in[Section 5.6] and
* Revert to reference topology in|Section 5.6

The results of all experiments are presented in[Section 6] Each experiment adjusts one modeling choice, while the other
parts remain as described for the baseline presented in the following. Finally, we create a ‘Rainbow’ agent along the
same ideas and principles of [81]], combining our best findings to see how much we can improve the baseline and if the
combined configurations will help each other.

BThese baselines are available at https://github.com/Grid2op/12rpn-baselines|and documentation is available at [44]
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5.1 General setup

Our experiments focus on a single PPO agent, the RL algorithm most frequently applied in the L2RPN challenge, see
Since PPO is an on-policy method, techniques designed for off-policy algorithms (e.g., prioritized replay and
exploration strategies) are not included in the evaluation studies. The comparison of the techniques in our experiments
can still be relevant when using other algorithms such as DQN or SAC. Furthermore, imitation learning and factorization
are also interesting research areas. However, exploring these in depth would require a dedicated study and is outside the
scope of this work.

All our experiments use the open-source library RLIib from [82]. The PPO algorithm in this library is slightly adjusted
to facilitate Semi-MDP. The entire setup of our experiments is included in our RLAPNC packagg™| Before training the
PPO algorithm, all episodes are split into train (80%), test (10%), and validation scenarios (10%) to avoid overfitting.
Validation scenarios are used to compare the final trained agents with the other agents (Do Nothing, Greedy, or other
PPO agents).

Benchmarks All experiments are tested on the benchmark case 14 sandbox with and without an added opponent,
where the opponent is configured as in [53]]. This test case allows for extensive experimentation while maintaining
manageable computational costs. Furthermore, introducing an opponent provides a more realistic assessment, as larger
environments typically involve either an opponent or maintenance constraints.

We train the PPO agents on both environments. We will refer to the agent trained on the environment without an
opponent as PPO and the agent trained on an environment with an opponent as PPO*.

(Performance) metrics To understand how techniques affect the RL-based agent’s training process, we plot a training
curve with the mean survival time (the solid lines) and the corresponding standard deviation (shaded area) against the
number of environment interactions, averaged over five different model seeds. The curves are smoothed by using a
moving average of 1500 environment interactions.

The final trained agents and the Greedy and Do-Nothing agents are validated on the validation scenarios. The results
are presented in tables in which we compare the following metrics.

 Percentage completed episodes,

* percentage time steps survived,

* percentage time steps overloaded,

* agent execution time: mean computation time needed when the agent is activated, i.e., when py,q0 > Pacts

* maximum topology depth,

* number of unique actions (substation configurations) used,

* number of unique lines in danger,

* number of unique substations changed,

* specific substations changed.
Most of these metrics have been examined in previous papers and are introduced in[Section 4.2] Here we introduce
two new metrics: (1) percentage of time steps overloaded, tracking how often the grid operates in danger, which helps

us compare agents with similar survival percentages, and (2) number of unique lines in danger, tracking how many
different lines have been overloaded.

Each PPO agent is trained with five different seeds, and all are evaluated on the validation scenarios. Metrics are
recorded for each agent and the average is reported.

Baselines The baselines used for validation are (1) the Do-Nothing Agent, (2) a Greedy Agent W.r.t. pmax(t + 1), and
(3) a single PPO agent as in ([533])) which is configured as described below.

* The action space is A,, ¢, described in[Section 3.3]

« the observation space is as described for[HRL-2023|in[Table 6] Without the maintenance attribute, since this is
not relevant for case 14,

* the reward function is based on R4y gins, as described for HRT-2023|in [Table 7|,

*https://github.com/EricavanderSar/rldpnc-survey
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o the AT is pae = 0.95, see[Table T}

¢ lines are reconnected when disconnected,

* revert to reference topology is not applied,

* normalization is applied as in[Eq. (8)]

* the hyperparameters are defined as in

* the neural network consists of three fully connected layers (FCNN) of [256 x 256 x 256], with ReLu activation
and,

¢ Train for 100.000 environment interactions.

This configuration is used as a baseline because [53] demonstrated good performance with a purely PPO-based agent,
trained without simulation-based steering

Hyperparameter Value without opponent (PPO)  Value with opponent (PPO*)
Discount (v) 0.99 0.99
Learning-rate 0.0001 0.0001
VF coeff. (c1) 0.5 0.5
Entropy coeff. (cs) 0.0 0.01
Clipping param. (¢) 0.3 0.3
GAE param. (\) 0.95 0.95
SGD iterations 5 15
Minibatch size 256 256
Batch size 1024 1024

Table 11: Hyperparameters used for experiments training a PPO agent on case 14.

Where applicable, the baseline Greedy agent uses the same configurations as the PPO agent, allowing for a fair
comparison. More specifically, the action space is defined as A,,_g, the AT p,e = 0.95, and lines are reconnected
whenever disconnected.

The chosen baselines allow us to assess how different modeling choices impact PPO performance relative to (1) a
passive strategy (Do Nothing), (2) a heuristic-based method (Greedy), and (3) an established PPO approach from prior
work.

Although we maintain consistent hyperparameters across experiments to control computational costs, we note that
optimal values may vary depending on the modeling choices, such as action and observation space, which impact the
output and input of the neural network used. Future work could explore adaptive tuning to further enhance performance.

We conducted additional experiments with PPO agents trained without an opponent with the hyperparameters described

in the third column “Value with opponent (PPO*)” of [Table 11} A summary of these results is presented in
to demonstrate the importance of hyperparameter tuning.

5.2 Action space experiments

As mentioned in most approaches reduce the action space to manage complexity in larger networks. The
baseline Greedy and PPO agents use the A,,_( action space, which retains approximately 75% of the original Ay,
action space (Table 3). A more restrictive reduction, A, 1, results in an action space of 40% of A,,,. However, in the
larger cases, 36 and 118, the action spaces are often reduced to around 1%—2%, most often using a Greedy reduction
method, as described in Therefore, in the experiments, we will also consider the smallest action space for

case 14, containing roughly 5% of Ay, proposed by which we denote by Agzqn.

To assess the number of actions required for effective network management, experiments are conducted with both the
Greedy and PPO agent using four different action spaces:

51t is worth mentioning that the experiments in [S3] used case 14 realistic instead of case 14 sandbox. Case 14 realistic is
currently outdated, and therefore the case 14 sandbox has been used in this paper. The results may differ due to this.
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* Agym: 178 actions,
* A, _o: 133 actions,
e A,_1: 73 actions and

o Agzqn: 9 actions.

5.3 Observation space experiments

These experiments examine how different observation spaces impact the training and final performance of the RL agent.
We compare the following observation spaces:

e Baseline: active power, line loads (p), time-step overflow, and topology configuration.

* Complete: time stamp, active power, reactive power, voltages, voltage angles (0), line flows, line loads,
time-step overflow, line status, and topology configuration.

* [D3QN-2022|by [50]: voltages of lines only (v_or,v_ex), line flows, line loads, and topology configuration.
This is interesting because this was the smallest observation space in the solutions discussed.

* Line loads: Including only the line loads p, which is the common feature across all proposed solutions.
* Danger: The baseline observation space with an additional danger parameter as in[SMAAC-2021] [18].

* History: Extends the previous observation space with six historical time steps, as in[SMAAC-2021] Since an
FCNN is used, there is no need to structure the features in a feature matrix, which would be beneficial for a
GNN architecture.

For an overview of the observation spaces considered in the experiments and their sizes, see [Table 35|in[Appendix B}
The features cooldown time and maintenance are omitted as they are irrelevant for case 14.

Continuous features are normalized in all experiments, as detailed in[Eq. (8)] Since timestamp transformation is not
explicitly discussed in prior solutions, we apply a cosine transformation, which better captures cyclic patterns than
min-max normalization. The time of day (time_of_day) and the day of the year (day_of _year) are handled as

separate cycles in view of the well-known daily and seasonal patterns in power usage; see[Eqs. (12)| and [(13)]
time_of _day = cos(27 - minute_of_day/60 - 24) (12)
day_of_year = cos(27 - day_of_year/365) (13)

5.4 Reward function experiments

It is essential to choose a suitable reward function to help the RL algorithm learn the right behavior, as mentioned in
Section 3.6 [Table 7| shows how each proposed solution uses a (sometimes slightly) different reward function. In the
experiments, the following reward functions are compared for the training process of a PPO agent:

* Baseline: The reward from |[HRL-2023|using the Ry/qrgins function.

* Base + Bonus/Penalty: The baseline reward, with a bonus of 500 for episode completion and a penalty of
—300 in case of game over.

+ Constant: A constant reward, as used by

* Binbinchen: The reward used in [Binbinchen-2020]using the R, function.

* SMAAC: The reward used in[SMAAC-2021| using the R/, function.

* AlphaZero: The reward used in[AlphaZero-2022]using the R 4,5, function.

5.5 Curriculum training

Different from previous design choices, curriculum training is an optional enhancement of the RL algorithm. There
are many possibilities for how to apply curriculum training to the PNC problem. We compare the baseline PPO agent
with a curriculum-trained PPO agent using the method proposed by [11]], described in The configuration
parameters for the three levels, SOT', TOA, HOT, discussed in[Section 3.10} are shown in[Table T2} along with an
additional parameter NOD:NO_OVERFLOW_DISCONNECTION. With this setup, level 1 corresponds to a level
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where there is no line limit enforcement, level 2 disconnects after 15 time steps of high overload of 2, and level 3
corresponds to the default environment behavio

Level \ NOD SOT TOA HOT

1|V 99 99 999
2 2 15 99
3 1 2 2

Table 12: Setup curriculum levels.

We transition from level 1 to level 2 after 1/5 of the total training time, and from 2 to 3 (the final level) after 7/15 of the
training time, following [[L1]].

5.6 Rule-based experiments

For each rule-based decision described in we test different application strategies: applying the rule during
both training and the final validation of the agent, applying the rule only at one stage, or using a more strict version in
one phase in which the rule is applied more frequently. This allows us to examine how the rule timing and intensity
affect the agent’s performance.

Activation threshold As mentioned in there is no golden rule to choose the activation threshold
Pact- This motivates us to examine its impact by testing different values of p,;. We tested different values p,¢ €
{0.8,0.9,0.95,0.99}, evaluating both the training and validation performance in eight combinations of the training and
final agent thresholds.

Line switching: Reconnection and disconnection The PPO and Greedy baselines include a rule that reconnects the
lines if their reconnection improves the current action, tested using simulation. We measure the frequency of these
reconnections during training and compare performance with and without this rule. Additionally, we test a rule that
disconnects overloaded lines after multiple consecutive time steps. This rule is motivated by the default reconnection
delay of 10 stepﬂ which can make early disconnection beneficial. The rule is implemented similarly to reconnection,
meaning that only beneficial disconnections are executed. We test incorporating this rule in combination with the line
reconnection rule. Testing the line disconnection by itself is not considered, as permanent disconnections would be
detrimental.

Revert to reference topology The ‘revert to reference topology’ rule restores substations to their reference topology
(i.e., all elements connected to the same bus) when the network is in a ‘safe state’. Each reversion action is simulated,
after which the best one is executed if it improves on the current action. Safe states are defined by different revert
thresholds (RTs), which we compare in training and validation experiments: p, € {0.8,0.9,0.95}. If no RT is applied,
the agent follows the baseline behavior.

6 Results, recommendations and guidelines

This chapter describes the results for the experiments described in[Section 5] The results will be presented in the same
order as described in the experimental setups in First, we describe the results of the Greedy, Do-Nothing and
PPO baselines in[Section 6.1} The results of the numerical experiments on each of the modeling choices follow in the

subsequent sections to[6.8] Lastly, presents the setup and the results of the Rainbow agent,

configured based on the results of the previous experiments.

6.1 Baselines

The Greedy agent consistently outperforms the other baselines in maintaining grid safety, as the results in
and [T4] demonstrate, where the best values for “Completed episodes”, “Steps survived” and “Steps overloaded” are
highlighted in bold, following the convention used throughout the paper.

%The exact setup slightly deviates from [11] as the Grid20p environment changed over time.
%7 As defined by the Grid20p parameter: NB_TIMESTEP_RECONNECTION.
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As expected, the Greedy agent requires significantly more execution time than the RL-based agents and, of course,
the Do-Nothing agent. The PPO baseline did not complete all episodes but survived 87% of time steps on average —
significantly improving on the Do-Nothing agent, which confirms it learned meaningful behavior — while using fewer
than half the actions required by the Greedy agent (see *Unique actions’ column). PPO* performed worse than PPO in
the environment without an opponent but slightly better in the environment with an opponent. [Fig. 2] provides a visual
comparison of the validation results, further illustrating that environments with an opponent pose a significantly greater

challenge.
Agent Completed Steps survived | Steps over- | Agent execution | Maximum Unique Unique lines | Unique  subs | Substations
episodes loaded time [ms] topology depth | actions in danger changed changed
Do Nothing | 0.0% 20.90% 0.185% 0.063 1 1 4 0 []
Greedy 100.0% 100.00 % 0.014% 369.669 5 65 12 5 [1,3,4,5,8]
PPO 78.6% 87.31% 0.008% 1.9668 5 27.8 11.8 6 [1,2,3,4,5,8,
12]
PPO* 35.4% 57.89% 0.041% 1.9658 4.6 80.6 17 6.8 [1,2,3,4,5,8,
12]
Table 13: Validation results of baseline agents, described in|Section 5.1| applied to the environment case 14 sandbox
without an opponent.
Agent Completed Steps survived | Steps over- | Agent execution | Maximum Unique Unique lines | Unique  subs | Substations
episodes loaded time [ms] topology depth | actions in danger changed changed
Do Nothing | 0.0% 1.920% 4.137% 0.062 1 1 12 0 11
Greedy 0.0% 9.030% 1.217% 365.313 5 88 14 5 [1,3,4,5,8]
PPO 0.0% 4.690% 0.638 % 2.1618 4 12.8 12.2 54 [1,2,3,4,5, 8,
12]
PPO* 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7 [1,2,3,4,5,8,
12]
Table 14: Validation results of baseline agents, described in|Section 5.1| applied to the environment case 14 sandbox

with an opponent.
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Figure 2: Boxplot of the time steps survived for the baseline agents applied to the validation episodes.

30




8000

7000

6000

(Al
(=3
(=}
=

4000

3000

Time steps survived

2000

1000

A PREPRINT - APRIL 14, 2025

[Fig-3]illustrates the training progress of the PPO agent, showing that it converges at approximately 7000 time steps
survived (~87%), consistent with the validation results in[Table T3] The training curve suggests that PPO* does not
learn effectively. Training was extended to 500.000 interactions (right figure in[Fig. 3), but performance plateaued after
100.000 interactions. Therefore, our subsequent experiments stop after 100.000 interactions when training with an
opponent.

Training curve PPO baselines 700 Longer training curve PPO with opponent
PPO
— PPO* 600
500 Il A 1 W
g | oy
P T A
2 400 ! ‘/1 '
()
% 300
(]
i
& 200
100
I . L e
0 20 40 60 80 100 0 0 100 200 300 400 500
Environment interactions x10° Environment interactions x10°

Figure 3: Training curves of the PPO agent trained without opponent (PPO) and the PPO agent trained with opponent
(PPO¥*).

6.2 Action spaces

The choice in action can have a significant impact on the performance of the (PPO) agents. illustrates substantial
differences in the training progress when training the PPO agent with different action spaces. In an environment
without an opponent, the agent trained with the action space Ag34y, yields the worst performance, whereas
in an environment with an opponent, it achieves the best result. This suggests that expert-curated actions in
Adgsqn, Which emphasize robustness, are particularly beneficial against line attacks. The results in support
this observation, showing that A3, consistently outperforms other action spaces across all agents (Greedy, PPO, and
PPO™).

Despite eliminating less robust actions, the training progress of the agent with the A,,_; action space does not exceed
that of the agents trained with the A,,_o and Ay, action spaces.
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Figure 4: Training curves of PPO agents trained with different action spaces.

Examining the validation results of the environment without an opponent reported in[Table T3] we observe that both the
Greedy and PPO agents exhibit slightly reduced performance when the baseline action space A,,_¢ is reduced to A,, 1.
However, this reduction comes with a substantial decrease in execution time for the Greedy agent. The agent with
Adsqn. the smallest action space containing only 5% of the available actions, survives only half of the time steps. Both
the Greedy agent and PPO agents trained with A,,_¢ and 4,,_; act only in substations 1, 3, 4, 5, and 8, suggesting
that a reduced action space incorporating these substations could be effective. Furthermore, the Greedy agent with
the action space Ay, exhibits performance comparable to that of A,,_¢, while the agent with the action space A,,_g
employs significantly fewer distinct configurations.

Table 36]in [Appendix C|shows that training the PPO agent using different hyperparameters can give substantially
different results. Specifically, the reduced action space .A,,_1 achieves an overall better score in compared to
This fact highlights the importance of hyperparameter tuning when changing the number of actions an RL
agent needs to learn.
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Agent | action completed steps survived | steps over- | agent execution | maximum unique unique lines | unqique subs | substations
space episodes loaded time [ms] topology depth | actions in danger changed changed
Asym 100.0% 100.00% 0.017% 487.991 6 90 14 10 [0,1,2,3,4,5,8,
9,11, 12]
Greedy An—o 100.0% 100.00% 0.014% 369.669 5 65 12 5 [1,3,4,5,8]
An—1 98.0% 99.74% 0.022% 210.361 5 52 16 [1,3,4,5,8]
Adsqn 19.0% 52.05% 0.088% 31.585 3 8 4 3 (1,3,4]
Asym 74.6% 85.68% 0.011% 2.2462 54 43 12.4 9.4 [0,1,2,3,4,5,6,
8,9, 10, 11, 12,
PPO 13]
An_o 78.6% 87.31% 0.008 % 1.9668 5 27.8 11.8 6 [1,2,3,4,5, 8,
12]
Ap 1 53.6% 77.87% 0.030% 2.2202 4 35.2 15.8 4.8 [1,3,4,5,8]
Adzgn 27.0% 56.23% 0.112% 48118 1 5.4 5.4 2.2 [1,3,4]
Asym 41.6% 61.68% 0.048% 2.2738 4.8 91 15.8 12.2 [0,1,2,3,4,5,6,
8,9, 10, 11, 12,
PPO* 13]
An_o 35.4% 57.89% 0.041% 1.9658 4.6 80.6 17 6.8 [1,2,3,4,5,8,
12]
A1 16.2% 43.36% 0.114% 2.38 4.2 63.8 16 5 [1,3,4,5,8]
Adzgn 9.0% 41.94% 0.117% 2.1576 2.8 9 8.2 3 (1,3,4]
Table 15: Validation results of different action spaces for the agents, applied to the environment case 14 sandbox without
an opponent. The baseline results are highlighted in gray.
Agent | Action Completed Steps survived | Steps over- | Agent execution | Maximum Unique Unique lines | Ungique subs | Substations
space episodes loaded time [ms] topology depth | actions in danger changed changed
Asym 0.0% 9.550% 1.252% 479.783 7 115 15 12 [0,1,2,3,4,5,8,
9,10, 11, 12, 13]
Greedy | 4, 0.0% 9.030% 1.217% 365.313 5 88 14 5 [1,3,4,5,8]
Ap_1 0.0% 9.330% 1.691% 208.128 5 54 17 5 [1,3,4,5,8]
Adzgn 0.0% 9.940 % 0.947% 30.668 3 8 13 3 [1,2,3]
Asym 0.0% 4.738% 0.681% 2.3484 34 17.8 10.4 7.2 [0,1,2,3,4,5,8,
9,10, 11, 12, 13]
PPO An—o 0.0% 4.690% 0.638% 2.1618 4 12.8 12.2 5.4 [1,2,3,4,5,8,
12]
An—1 0.0% 4.476% 1.840% 2.2628 34 33.8 154 4.8 [1,3,4,5,8]
Adzqn 0.0% 5.376% 1.639% 2.8682 1 46 14.8 1.8 (1,3,4]
Asym 0.0% 6.220% 0.692% 2.4682 3.8 99.2 13.6 13 [0,1,2,3,4,5,6,
8,9, 10, 11, 12,
PPO* 13]
An—o 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7 [1,2,3,4,5,8,
12]
An—1 0.0% 6.658% 0.912% 2.9604 3.6 65.4 15.2 5 [1,3,4,5,8]
Adsqn 0.0% 6.904% 1.127% 2.57 2.6 8.8 14 3 (1,3,4]

Table 16: Validation results of different action spaces for the agents, applied to the environment case 14 sandbox with
an opponent. The baseline results are highlighted in gray.

From we can conclude that more robust action spaces, such as Agsqr, help the agent perform on a network
where lines can be disrupted and, similar to the results in|[Table 14] the agent trained with an opponent performs better
compared to the agent trained without an opponent.

6.3 Observation spaces

In contrast to the action space selection, the choice of observation space has a limited impact on performance.
shows that the smallest observation space, “Line loads”, achieves the highest survival time near the end of training,
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suggesting that additional input features do not enhance learning progress. In the environment with an opponent
(Fig. 5b), training curves for different observation spaces largely overlap, indicating that the choice of observation
space has little impact in this setting. These results raise the question of whether the additional input features beyond
line loads are irrelevant for decision-making or if adjustments, such as changes to the neural network architecture, are
necessary to fully utilize the extra information. Similar conclusions can be obtained by observing the validation results

in[Tables 17 and [T8]

In the experiments where we used alternative hyperparemeters for the PPO agent the observation space of D3QN-2022]
gave the best results, sedTable 36| in [Appendix C} in contrast to the findings in [Table 17} highlighting the impact of

hyperparameter choices.

Training with different observation spaces Training with different observation spaces with opponent
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(a) Without an opponent (PPO). (b) With an opponent (PPO™).
Figure 5: Training curves of PPO agents trained with different observation spaces.

Agent | Observation Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
space episodes vived loaded time [ms] topology depth | actions in danger changed
Baseline 78.6% 87.31% 0.008% 1.9668 5 27.8 11.8 6
Complete 78.0% 87.71% 0.010% 2.5374 4.4 32.8 11 6.2

PPO D3QN_2022 72.0% 83.52% 0.012% 2.2846 4.4 35.4 12.2 6.4
Danger 77.2% 87.78% 0.013% 2.2118 4.6 33 12.8 6.8
History 72.6% 84.42% 0.009% 3.0548 4.8 304 11.2 6
Line loads 92.8% 96.01% 0.005% 1.9328 4.6 12.2 7.2 4.8
Baseline 35.4% 57.89% 0.041% 1.9658 4.6 80.6 17 6.8
Complete 25.2% 52.59% 0.067% 3.0234 5 95.2 17.8 7

PPO* D3QN_2022 38.4% 61.58% 0.040% 2.9538 4.6 78.6 16.4 7
Danger 43.4% 67.73% 0.037% 2.7828 5 74.4 15.6 7
History 32.0% 54.57% 0.052% 4.2958 4.8 89.4 17.6 7
Line loads 52.0% 68.02% 0.036% 2.5792 44 61 13.6 7

Table 17: Validation results of different observation spaces for the agents, applied to the environment case 14 sandbox
without an opponent.
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Agent | Observation Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
space episodes vived loaded time [ms] topology depth | actions in danger changed
Baseline 0.0% 4.690% 0.638 % 2.1618 4 12.8 12.2 5.4
Complete 0.0% 4.718% 0.804% 3.9826 34 66.4 14.8 7

PPO D3QN_2022 0.0% 4.304% 0.770% 3.7278 3.6 64.8 16.8 6.8
Danger 0.0% 4.758% 0.652% 5712 34 36 12.4 6.6
History 0.0% 4.400% 0.766% 4.7906 32 26.6 12.8 5.8
Line loads 0.0% 4.184% 0.814% 3.4236 32 45.8 14.6 6.4
Baseline 0.0% 5.740 % 0.683% 2.2398 4.6 91 15 7
Complete 0.0% 5.296% 0.674% 5.0958 34 97.8 15.6 7

PPO* D3QN_2022 0.0% 5.468% 0.672% 3.9996 4 89.2 14.8 7
Danger 0.0% 5.586% 0.718% 3.96 44 93.4 15.8 6.8
History 0.0% 5.288% 0.744% 5.2616 34 91 16 7
Line loads 0.0% 5.250% 0.762% 3.5642 3.6 77.2 15 7

Time steps survived

Table 18: Validation results of different observation spaces for the agents, applied to the environment case 14 sandbox
with an opponent.

6.4 Reward functions

Training curves for different reward functions show little difference in the number of time steps survived (see [Fig. 6).
The plots in show the mean episode reward to highlight the difference between the experiments. Although
episode rewards differ significantly, their impact on survival time is negligible. In the opponent-based training, the
Binbinchen reward agent appeared to still be learning at the end of the 100.000 interactions. A similar trend is observed
for the agent using the SMAAC reward when we zoom in on the mean episode reward for this agent. These results
suggest that extended training could further improve the agents’ performance.

Training with different reward functions 7;)1;)raining with different reward functions with opponent
8000 | | AlphaZero
7000 600 Base + Bonus/Penalty
Baseline
----- Binbinchen
6000 ~ 500 Constant
2 SMAAC
5000 £
2400
4000 é‘
% 300
3000 g
, & 200
2000 #
10001 // v v v 100
07 20 40 60 80 100 0% 20 40 60 80 100
Environment interactions x10° Environment interactions x10°
(a) Without an opponent (PPO). (b) With an opponent (PPO™).

Figure 6: Training curves of PPO agents trained with different reward functions.
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Figure 7: Curves of the mean episode reward of the PPO trained with different reward functions.
The validation results in [Tables 19)and [20] confirm that the impact of the compared reward functions on the agent’s final
performance is minimal. Notably, the AlphaZero reward agent trained with an opponent (PPO*) performs relatively
well in the environment without an opponent.
Agent | Reward function | Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
episodes vived loaded time [ms] topology depth | actions in danger changed
Baseline 78.6% 87.31% 0.008 % 1.9668 5 27.8 11.8 6
AlphaZero 75.6% 86.46% 0.015% 2.2298 4.8 33 12.8 6.2
PPO Constant 78.4% 87.83% 0.009% 2.3478 5 31.8 12 6
SMAAC 71.6% 84.49% 0.012% 2.2804 5 39.8 13 6.6
Binbinchen 74.8% 86.09% 0.016% 2.2614 4.2 34.6 13.2 6
Base +| 81.0% 89.09% 0.010% 2.2558 5 30 12.4 6
Bonus/Penalty
Baseline 35.4% 57.89% 0.041% 1.9658 4.6 80.6 17 6.8
AlphaZero 58.2% 74.19% 0.023% 2.0352 4.8 66.6 15.4 6.8
PPO* Constant 48.0% 68.69% 0.033% 2.084 5.2 74.8 15.8 7
SMAAC 35.8% 57.21% 0.060% 2.1178 4.6 81.4 16.2 7
Binbinchen 26.2% 46.07% 0.091% 2.072 4.8 94.8 16.8 7
Base +(21.1% 44.93% 0.111% 2.0162 4.6 91.6 17.4 7
Bonus/Penalty

Table 19: Validation results of different reward functions for the agents,

without an opponent.
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Agent | Reward function | Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unqique
episodes vived loaded time [ms] topology depth | actions in danger subs
changed
Baseline 0.0% 4.690% 0.638% 2.1618 4 12.8 12.2 5.4
AlphaZero 0.0% 4.928% 0.518% 2.5898 34 12.2 114 4.6
PPO Constant 0.0% 4.816% 0.607% 2.4422 3.6 15.6 11.6 54
SMAAC 0.0% 4.338% 0.817% 2.3208 34 17 13.2 6
Binbinchen 0.0% 4.534% 0.785% 2.4766 38 19.4 13 54
Base +10.0% 4.608% 0.673% 2.301 34 12.6 11.2 5.8
Bonus/Penalty
Baseline 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7
AlphaZero 0.0% 5.970% 0.638% 2.4438 3.6 85.8 152 7
PPO* Constant 0.0% 5.484% 0.669% 2.3988 3.8 90.4 144 6.8
SMAAC 0.0% 5.508% 0.790% 2.5324 4 94 154 7
Binbinchen 0.0% 5.878% 0.758% 2.545 4 100.6 16.4 7
Base +0.0% 5.676% 0.750% 2.5292 38 98.2 15.6 6.8
Bonus/Penalty

Table 20: Validation results of different reward functions for the agents, applied to the environment case 14 sandbox
with an opponent.

6.5 Curriculum training

Curriculum training, which starts with relatively easy environment settings, initially provides a clear performance
benefit. However, once the difficulty increases, the agent struggles to maintain its high score or recover its performance.

As shown in[Fig. 8] the training progress of the curriculum agent begins promising, but its performance rapidly decreases
when the final difficulty level starts around 46.667 time steps, reaching a level similar to the baseline agent.

While the final performance does not surpass the baseline, curriculum training offers a clear advantage in training
efficiency. Specifically, training without an opponent for the baseline agent takes 350-460 minutes, whereas training for
the curriculum version takes 301-360 minutes, reducing the training time by ~15-20%. Looking at the training process
with an opponent, we see that the baseline agent takes 87-124 minutes and the curriculum agent takes 46-60 minutes of
training, reducing the training time by ~50%.
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Training with and without curriculum levels T_{roatining with and without curriculum levels with opponent
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(a) Without an opponent (PPO). (b) With an opponent (PPO*).
Figure 8: Comparison of the training curves of PPO agents trained with and without curriculum levels setup as described
infSection 5.3
and 22 show that the curriculum scores slightly, but not significantly, higher than the baseline agent in the
environment without an opponent. However, no improvement is visible for the curriculum agents validated in the
environment with an opponent.
Agent | Curriculum Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
Training episodes vived loaded time [ms] topology depth | actions in danger changed
PPO 78.6% 87.31% 0.008 % 1.967 5.0 27.8 11.8 6.0
v 81.6% 90.07 % 0.012% 2.108 4.8 31.8 12.2 6.4
PPO* 35.4% 57.89% 0.041% 1.966 4.6 80.6 17 6.8
v 20.2% 38.39% 0.100% 2.241 4.4 93.2 16.8 7.0
Table 21: Validation results of agents trained with curriculum levels compared with the baseline agents, applied to the
environment case 14 sandbox without an opponent.
Agent | Curriculum Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
Training episodes vived loaded time [ms] topology depth | actions in danger changed
PPO 0.0% 4.690% 0.638 % 2.1618 4 12.8 12.2 54
v 0.0% 4.50% 0.664% 2.171 3.8 17.4 11.2 54
PPO* 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7
v 0.0% 5.69% 0.948% 2.318 4.2 82.0 16.6 6.8
Table 22: Validation results of agents trained with curriculum levels compared with the baseline agents, applied to the

environment case 14 sandbox with an opponent.

6.6 Activation threshold

illustrates the significant impact of the activation threshold (AT) on training progress. The plot suggests that
increasing the activation threshold improves performance up to a certain point. However, beyond a certain threshold
pact > 1.0, performance is likely to degrade, as the agent may act too late, allowing lines to break before intervention.
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(a) Without an opponent (PPO). (b) With an opponent (PPO™).

Figure 9: Training curves of PPO agents trained with different activation thresholds p.

We remark that when the threshold is higher, the agent interacts less with the environment per episode. Therefore,
as illustrated in training with a higher threshold also takes longer. and [T0} suggest that the training
curve for p,er = 0.8 may continue to improve in the no-opponent setting. To verify whether longer training improves
performance, we conducted an additional experiment in which all agents were trained for the same duration, see[Fig. T1]
However, the upward trend for p,.; = 0.8 did not persist in the extended training experiment.
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(a) Without an opponent (PPO). (b) With an opponent (PPO™).

Figure 10: Training curves plotting the survival time against the duration of the training process. All agents are trained
for 100.000 time steps. The training curves show the PPO trained with different activation thresholds p,.
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Figure 11: Training curves plotting the survival time against the duration of the training process. All agents are trained
for the same duration. The training curves show the PPO trained with different activation thresholds p,;.

Intuitively, one might expect that in the presence of an opponent, anticipating earlier (i.e., using a lower AT) would be
beneficial. However, shows that, regardless of the opponent’s presence, the highest AT (p, = 0.99) achieves the
longest survival time.

and [24] show that the best performing agents are trained and evaluated with the highest AT (py; = 0.99).

The agent trained with p,; = 0.95 but using p,c = 0.99 during validation performs competitively, indicating some
flexibility in selecting the AT.

Lastly, we observe that a higher AT leads to fewer redundant actions that do not alter the grid configuration. This
fact indicates that a higher AT encourages more deliberate and impactful interventions, potentially improving overall
stability.

Our results suggest that a relatively high AT (p,e € [0.95,0.99]) is optimal for both training and validation, leading to
longer survival times and reducing redundant interventions.
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Agent | AT Train Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unique subs
AT episodes vived loaded time [ms] topology depth | actions in danger changed
0.8 13.0% 44.95% 0.149% 1.8564 5 76.8 18.2 7
08 0.9 10.8% 26.80% 0.271% 2.0542 5 67 17.4 7
0.95 1.8% 19.05% 0.289% 1.7026 5 63.8 18.2 6.8
0.99 2.4% 17.82% 0.389% 1.9152 52 46.8 17 7
0.8 56.8% 74.66% 0.036% 2.1218 4.8 32.6 12.6 6.4
0.9 0.9 46.6% 68.44% 0.035% 2.1662 4.8 43 14 6.6
0.95 42.4% 66.69% 0.035% 1.783 52 46.8 15 6.6
PPO 0.99 32.0% 57.98% 0.056% 2.1034 4.8 34.8 13.6 6.6
0.8 64.6% 78.62% 0.025% 2.2682 4 20.2 8.4 6.4
0.95 0.9 74.6% 85.21% 0.014% 2.4084 4.2 30.2 11 6.4
0.95 78.6% 87.31% 0.008 % 1.967 5.0 27.8 11.8 6.0
0.99 73.8% 87.33% 0.013% 2.3442 4.6 242 12 6.4
0.8 60.6% 75.55% 0.032% 2.3064 3.6 13.8 54 5.8
0.99 0.9 75.6% 84.86% 0.021% 2.349 3.8 17.8 10 6.2
0.95 91.6% 95.80% 0.010% 2.2824 4 16.6 7.8 6
0.99 92.6 % 97.07 % 0.009% 2.4236 3.8 14.2 6.8 5
0.8 0.0% 3.85% 0.975% 2.0288 5 1124 18.8 7
08 0.9 0.0% 5.37% 0.746% 2.0548 5 103.6 19.6 7
0.95 0.0% 6.58% 0.491% 2.0866 5 97.4 19.2 7
0.99 0.0% 9.95% 0.442% 1.9956 52 82 19.2 6.8
0.8 0.4% 9.35% 0.341% 1.9694 4.2 106.8 18.4 7
0.9 0.9 2.2% 22.78% 0.173% 2.0276 4.6 105.6 18.6 7
0.95 5.6% 32.63% 0.113% 1.9982 52 94.6 17.8 6.6
PPO* 0.99 24.4% 48.98% 0.070% 2.111 5 67.4 16 6.8
0.8 4.8% 19.80% 0.160% 2.0542 3.8 103.4 18 7
0.95 0.9 25.0% 50.13% 0.063% 2.2582 4.8 96.6 17.8 7
0.95 35.4% 57.89% 0.041% 1.9658 4.6 80.6 17 6.8
0.99 64.8% 79.36% 0.018% 2.0402 4.4 41.6 12.8 6.2
0.8 7.2% 24.92% 0.145% 2.2372 3.6 100.8 17.4 7
0.99 0.9 39.0% 57.58% 0.052% 2.143 3.8 80.6 15.6 6.8
0.95 46.4% 66.50% 0.043% 2.0842 4.2 724 16.2 6.4
0.99 68.0% 81.01% 0.029% 2.1568 3.8 39.8 11.2 6

Table 23: Validation results of different activation thresho

ds used for the final agent agents (the column ‘AT’) combined

with different activation thresholds used for the training of the agent (column “Train AT’), applied to the environment
case 14 sandbox without an opponent. The baseline results are highlighted in grey.
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Agent | AT Train Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unique subs
AT episodes vived loaded time [ms] topology depth | actions in danger changed
0.8 0.0% 2.022% 1.156% 2.359 4 21.2 144 6.2
08 0.9 0.0% 1.952% 1.126% 2.3764 4.4 29 144 6
0.95 0.0% 1.972% 0.554% 1.8766 4.6 26.8 14 6
0.99 0.0% 2.024% 0.549% 2.2802 4.6 24.4 14.6 6
0.8 0.0% 3.498% 1.094% 2.373 3.8 17.2 13 6
0.9 0.9 0.0% 3.488% 0.810% 2.4138 4.2 16.6 12 6
0.95 0.0% 3.690% 0.514% 1.9192 4 14.6 11.6 6
PPO 0.99 0.0% 3.634% 0.571% 2.4456 4.4 17 11.8 54
0.8 0.0% 4.424% 0.940% 2.3154 34 15.6 13.4 54
0.95 0.9 0.0% 4.312% 0.863% 2.253 32 12 12.2 5.6
0.95 0.0% 4.690% 0.638% 2.1618 4 12.8 12.2 5.4
0.99 0.0% 4.682% 0.712% 2.5526 32 12.8 12 5.6
0.8 0.0% 5.488% 0.928% 2.2912 3 16.4 13.8 5.8
0.99 0.9 0.0% 4.982% 0.824% 23132 2.6 13.2 13 5.6
0.95 0.0% 5.450% 0.652% 2.7746 32 10.2 10.8 52
0.99 0.0% 4.752% 0.841% 2227 2.8 6.6 10.2 4.4
0.8 0.0% 1.704% 1.575% 2.3988 4.6 93.8 18.2 7
08 0.9 0.0% 2.150% 1.345% 22218 4.6 97 18.4 7
0.95 0.0% 2.670% 1.092% 2.364 52 942 18.2 7
0.99 0.0% 2.808% 1.062% 2.2186 5 82.2 18.2 7
0.8 0.0% 2.872% 1.124% 2.582 4.2 94 16.2 7
0.9 0.9 0.0% 3.662% 0.907% 2.534 4.2 95.8 16.6 6.8
0.95 0.0% 4.714% 0.685% 2.6614 5 96.6 16.4 7
PPO* 0.99 0.0% 4.834% 0.682% 2.301 4.2 79 16 7
0.8 0.0% 3.784% 1.002% 23184 3.6 86.4 15.4 6.8
0.95 0.9 0.0% 5.352% 0.776% 3.1196 4.2 91.4 16.2 7
0.95 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7
0.99 0.0% 5.852% 0.692% 2.279%4 4 79.4 14.6 6.8
0.8 0.0% 5.318% 0.840% 2.3642 32 89.8 15.4 6.8
0.99 0.9 0.0% 5.934% 0.788% 24672 3.8 92 13.4 6.8
0.95 0.0% 6.540% 0.684% 2.5556 3.8 90.8 14.6 7
0.99 0.0% 7.042 % 0.672% 2.5936 4 80.6 15.6 6.8

Table 24: Validation results of different activation thresho

ds used for the final agent agents (the column ‘AT’) combined

with different activation thresholds used for the training of the agent (column “Train AT’), applied to the environment
case 14 sandbox with an opponent. The baseline results are highlighted in grey.
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6.7 Line switching: Reconnection and disconnection

Line-switching rules, such as reconnecting or disconnecting lines, can improve the agents performance as we avoid
lines being disconnect or overloaded for an unnecessary amount of time. However, as expected, the impact depends
heavily on the presence of an opponent.

In an environment without an opponent (Fig. 12aland [Table 23)), incorporating line-switching rules does not significantly
affect the agent’s survival time or overall performance. Tracking the frequency of line reconnections and disconnections
during training (where applicable) reveals that these actions are rarely used. At the start of training, they are activated
fewer than 0.05 times per episode on average, decreasing further to below 0.005 times per episode once the agent is
fully trained. This low activation frequency explains their negligible effect on performance.

Training with and without line switching rules Tr7 Oi(l)ﬁng with and without line switching rules with opponent
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(a) Without an opponent (PPO). (b) With an opponent (PPO™).

Figure 12: Training curves of PPO agents trained with and without line-switching rules. The baseline corresponds to
the setting where the line reconnection is applied, but the line disconnection is not.

In the environment with an opponent (Fig. 12]and[Table 26)), line reconnections provide a clear performance benefit.
However, including the line disconnection rule again has no very significant impact on the agents’ performance.
The frequency of line reconnections increases significantly in the opponent environment, with agents using them
approximately 3—4 times per episode on average. The line disconnection is only used around 0.01 times on average per
episode for a trained agent, which is slightly more than in an environment without an opponent, but this still does not
reflect in the agent’s performance.
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Agent | Recon- Discon- | Train Train Dis- | Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unique subs
nect nect Reconnect | connect episodes vived loaded time [ms] topology depth | actions in danger changed
79.7% 89.49% 0.009% 2.057 4.7 28.33 12.2 5.8
v 80.8% 90.42% 0.009% 2.051 44 25.8 11.8 6.4
v 64.6% 82.21% 0.013% 2212 5.0 58.6 14 6.8
80.3% 90.12% 0.009% 2.055 4.7 27.33 11.5 6
PPO v 78.6% 87.31% 0.008 % 1.967 5.0 27.8 11.8 6
v v 81.4% 90.41% 0.009% 2.089 4.6 27.0 114 6.6
78.7% 89.08% 0.009% 2411 4.5 30.7 11.3 5.8
v v 76.2% 86.46% 0.008% 2.150 5.0 29.4 10.6 6
v 81.4% 89.24% 0.011% 2.587 44 26.8 11.6 6.4
17.8% 42.03% 0.093% 1.998 4.6 88.8 17.6 7
v 36.8% 58.19% 0.049% 2.150 4.8 80.4 17.8 7
v 41.0% 63.21% 0.039% 2.138 4.6 78.2 16.0 7
20.4% 44.37% 0.093% 1.937 4.6 89.2 17.2 7
PPO* v 35.4% 57.89% 0.041% 1.966 4.6 80.6 17 6.8
v v 41.8% 62.00% 0.046% 2.060 4.6 76.4 16.6 7
17.8% 41.41% 0.090% 2910 4.6 89.6 17.8 7
v v 35.4% 57.72% 0.046% 2.349 44 75.8 16.8 7
v 44.2% 63.93% 0.041% 2.531 4.8 78.4 16.8 6.8
Table 25: Validation results of final agents with and without reconnection and disconnection rule (columns ‘Reconnect’
and ‘Disconnect’), and trained with and without reconnection and disconnection rule (columns ‘Train Reconnect’
and ‘Train Disconnect’) applied to the environment case 14 sandbox without an opponent. The baseline results are
highlighted in grey.
Agent | Recon- Discon- | Train Train Dis-| Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
nect nect Reconnect | connect episodes vived loaded time [ms] topology depth | actions in danger changed
0.0% 2.442% 1.671% 2.170 4.0 17.8 12.6 6.2
v 0.0% 2.396% 1.386% 1.985 3.6 13.8 12.2 6.0
v 0.0% 2.354% 1.489% 2.507 3.6 17.0 13.4 5.8
0.0% 4.814% 0.658% 2.707 3.6 12.0 10.8 4.6
PPO v 0.0% 4.690% 0.638% 2.162 4.0 12.8 12.2 54
v v 0.0% 4.452% 0.777% 2.485 32 11.0 12.0 52
0.0% 4.832% 0.654% 3.535 3.8 12.6 11.8 54
v v 0.0% 4.604% 0.626 % 3.315 3.4 11.8 11.8 5.2
v 0.0% 4.816% 0.631% 3.536 3.6 12.6 13.4 6.0
0.0% 3.754% 1.567% 2.071 4.0 93.6 16.4 7.0
v 0.0% 2.542% 1.995% 1.951 4.0 86.6 13.8 7.0
v 0.0% 2.622% 2.149% 2.331 3.6 88.4 14.4 7.0
0.0% 5.478% 0.867% 2.244 4.0 952 15.8 7.0
PPO* v 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7
v v 0.0% 5.644% 0.640% 2372 3.6 90.6 15.4 6.6
0.0% 5.658% 0.808% 3.265 3.8 94.6 16.4 7.0
v y 0.0% 5.834% 0.631% 3.329 3.6 89.0 154 7.0
v 0.0% 5.870% 0.671% 3.732 42 96.0 16.8 7.0

Table 26: Validation results of final agents tested with and without reconnection and disconnection rule (columns
‘Reconnect’ and ‘Disconnect’), and trained with and without reconnection and disconnection rule (columns ‘Train
Reconnect’ and “Train Disconnect’) applied to the environment case 14 sandbox with an opponent. The baseline results
are highlighted in grey.
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6.8 Revert to reference topology

Training with or without the revert-to-reference-topology rule has a minor effect on the agent’s survival time during
training. For agents trained without an opponent, the training curve with the highest revert thresholds (RTs) is slightly
higher near the end, as shown in [Fig. 13| where the training curves in exhibit similar trends across all configurations.

By tracking the frequency of the revert actions, we see that in the environment without an opponent, trained agents
revert substations to the reference topology approximately twice per episode for p.y = 0.8, and around 3-4 times per
episode for prey, = 0.9 or prey = 0.95. With a survival time of around 7.000 time steps, this is not very frequent and,
therefore, explains the minimal effect on the training curves. In the environment with an opponent, substations are
reverted to the reference topology between 0.2 and 0.4 times per episode, depending on the RT value.
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(a) Without an opponent (PPO). (b) With an opponent (PPO*).

Figure 13: Training curves of PPO agents trained with and without the revert to reference topology rule. The baseline is
without reverting to the reference topology.

During validation in the environment without an opponent, the best-performing configuration uses an p., = 0.9 during
training and an py, = 0.95 for the final agent, see[Table 27]

shows that the PPO* agent trained with p., = 0.8 and evaluated with p,, = 0.9 achieves the highest
performance among all the configurations tested on the environment with an opponent.

In general, training with an RT but omitting it for the final agent decreases performance. This is expected as the agent is
trained with a rule that it does not ultimately use. Furthermore, the results suggest that performance improves when the
RT during training is slightly lower (making the rule less strict), leading to less frequent activation compared to the RT
used in the final agent.
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Agent | RT Train Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unique subs
RT episodes vived loaded time [ms] topology depth | actions in danger changed
0.0 78.6% 87.31% 0.008% 1.967 5.0 27.8 11.8 6.0
00 0.8 54.4% 72.90% 0.040% 2.286 4.6 234 11.4 5.8
0.9 34.0% 58.87% 0.069% 2221 4.8 18.2 8.4 6.2
0.95 38.2% 62.72% 0.064% 2.195 52 17.2 8.6 5.6
0.0 77.6% 87.64% 0.008% 2.097 4.6 28.8 12.2 6.2
0.8 0.8 77.2% 87.50% 0.011% 2.205 4.6 24.4 11.4 6.0
0.9 81.0% 89.88% 0.020% 2.174 4.6 24.6 12.0 6.6
PO 0.95 82.2% 91.02% 0.017% 2.164 5.0 25.0 9.6 6.4
0.0 78.4% 87.04% 0.007 % 2.143 4.6 28.2 114 6.2
09 0.8 80.6% 89.49% 0.011% 2.510 4.6 25.8 11.6 5.6
0.9 87.8% 93.45% 0.016% 2.376 5.0 244 10.8 6.4
0.95 88.2% 93.90% 0.013% 2.433 5.0 25.8 10.2 6.4
0 78.0% 87.47% 0.009% 2.190 4.8 31.0 10.6 6.0
0.95 0.8 79.2% 88.42% 0.011% 2.415 4.6 25.8 12.2 5.8
0.9 88.8% 94.24% 0.016% 2.297 5.0 26.8 10.6 6.4
0.95 87.6% 92.97% 0.014% 2.410 5.0 25.6 10.6 6.4
0.0 35.4% 57.89% 0.041% 1.9658 4.6 80.6 17 6.8
00 0.8 33.4% 55.64% 0.045% 2.1132 4.6 80.4 17.2 6.8
0.9 31.6% 51.95% 0.060% 2.2036 4.8 80.4 16.6 6.8
0.95 59.6% 74.64% 0.019% 2.0416 5 56.6 14.8 6.4
0.0 32.0% 55.43% 0.050% 2.132 4.6 86 17.2 7
0.8 0.8 36.0% 57.72% 0.043% 2.0768 4.6 79.8 16.4 6.8
0.9 29.4% 54.00% 0.051% 2.1914 4.4 80.4 16.2 6.8
PPO* 0.95 54.6% 73.19% 0.023% 2.6348 4.8 60.6 14.8 6.6
0.0 31.6% 54.92% 0.055% 1.9902 4.8 82.8 17 7
. 0.8 35.8% 57.04% 0.041% 2.047 4.2 80.8 16.6 6.6
0.9 29.2% 55.33% 0.049% 2.1774 4.2 83.6 17.4 6.6
0.95 57.2% 76.04% 0.024% 2.1238 4.6 59.8 16.2 6.6
0.0 31.0% 56.75% 0.050% 2.6844 44 88.4 16.6 6.8
0.95 0.8 36.0% 57.37% 0.045% 2.1208 4.2 80.6 16 6.8
0.9 31.2% 56.11% 0.049% 2.2034 42 80.2 16.8 6.8
0.95 56.8% 77.12% 0.024% 2.1824 5 63.4 15.6 6.6

Table 27: Validation results of

different revert thresholds used for the final agent agents (the column °
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RT’) combined
with different revert thresholds used for the training of the agent (column ‘Train RT’), applied to the environment case
14 sandbox without an opponent. RT=0.0 means that no reverting to topology is applied. The baseline results are
highlighted in gray.
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Agent | RT Train Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unique subs
RT episodes vived loaded time [ms] topology depth | actions in danger changed
0.0 0.0% 4.690% 0.638% 2.162 4.0 12.8 12.2 5.4
0.0 0.8 0.0% 4.854% 0.610% 2.733 3.8 9.4 11.4 4.6
0.9 0.0% 4.966% 0.703% 2.297 4.4 10.2 11.0 5.4
0.95 0.0% 4.594% 0.755% 2.413 4.0 10.8 12.0 5.0
0.0 0.0% 4.650% 0.712% 2.212 3.6 12.6 11.6 5.6
0.8 0.8 0.0% 4.590% 0.662% 2.425 32 8.8 11.0 4.6
0.9 0.0% 4.670% 0.650% 2.420 4.0 9.6 11.4 5.4
PPO 0.95 0.0% 4.676% 0.658% 2.367 4.0 12.4 11.6 5.4
0.0 0.0% 4.650% 0.581% 2.064 34 11.2 124 5.6
09 0.8 0.0% 4.726% 0.668% 2.628 3.6 9.0 11.6 5.0
0.9 0.0% 4.722% 0.652% 2.426 3.6 8.2 114 4.8
0.95 0.0% 4.694% 0.688% 2.489 4.2 11.8 11.2 5.4
0.0 0.0% 4.620% 0.658% 2.082 3.6 12.8 114 5.4
0.95 0.8 0.0% 4.918% 0.651% 2.523 3.0 9.2 11.8 4.6
0.9 0.0% 4.588% 0.673% 2.411 3.8 9.2 11.2 44
0.95 0.0% 4.810% 0.632% 2.349 3.8 9.0 12.2 5.4
0.0 0.0% 5.740% 0.683% 2.2398 4.6 91 15 7
00 0.8 0.0% 2.644% 2.285% 2.1626 4.2 86 15.6 7
0.9 0.0% 2.692% 2.019% 2.262 44 87.2 15.6 7
0.95 0.0% 2.564% 2.141% 2.379 4 88 15.8 6.8
0.0 0.0% 5.190% 0.813% 1.9972 3.6 89.2 16.2 6.8
0.8 0.8 0.0% 5.620% 0.692% 2.8124 3.6 89.8 15.6 7
0.9 0.0% 6.066% 0.633% 2.497 34 93 15.2 7
PPO* 0.95 0.0% 6.180% 0.619% 2.3248 4 89.6 15.6 7
0.0 0.0% 5.586% 0.688% 1.9358 3.6 88.6 14.4 7
. 0.8 0.0% 6.460 % 0.596% 2.8822 3.6 91.6 15.4 7
0.9 0.0% 6.032% 0.689% 2.3828 32 94.6 15.2 7
0.95 0.0% 6.088% 0.639% 2.467 3.6 89.8 14.2 7
0.0 0.0% 5.716% 0.652% 2.073 3.8 88.6 14.6 6.8
0.95 0.8 0.0% 6.146% 0.639% 2.3474 32 87.4 142 6.8
0.9 0.0% 5.858% 0.675% 2.3884 3.6 90.4 14.8 7
0.95 0.0% 6.256% 0.629% 2.4976 3 91 14.2 7

Table 28: Validation results of

different revert thresholds used for the final agent agents (the column °
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RT’) combined
with different revert thresholds used for the training of the agent (column ‘Train RT’), applied to the environment
case 14 sandbox with an opponent. RT=0.0 means that no reverting to topology is applied. The baseline results are
highlighted in grey.
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6.9 Rainbow agent

This section showcases the performance of RL agents that combine the best modeling choices in view of the results
described in previous sections. Inspired by [81], we refer to such an agent as ‘Rainbow agent’.

6.10 Agent configuration

To configure the Rainbow agent, we compare on the validation results in to[28] For the agents trained and
tested in an environment without an opponent (PPO), we compared the percentages of completed episodes and steps
that survived to select the most promising configuration. The setup selected for the PPO Rainbow agent is reported in

Train Validate Completed Steps survived
episodes
Action space A, _o (Baseline) 78.6% 87.31%
Observation space Line loads 92.8% 96.01%
Reward function Base + Bonus/Penalty 81.0% 89.09%
Currriculum Curriculum training (yes) 81.6% 90.07%
Activation threshold (pact) | 0.99 0.99 92.6% 97.07%
Line switching Reconnect + Dis-| Reconnect +|81.4% 90.41%
connect Disconnec
Revert threshold (prey) 09 0.95 88.8% 94.24%

Table 29: Setup for the PPO Rainbow agent trained and evaluated on an environment without an opponent. The column
“Train’ shows the setup used during training and the column ‘Validate’ shows the setup used when running the validation
of the final trained agents. The columns ‘Completed episodes’ and ‘Steps survived’ show the scores obtained in the
previous experiments.

For agents trained and tested on an environment with an opponent (PPO*), we compare the values in the columns “Steps
survived” and “Steps overloaded”, since the percentage of completed episodes is 0.0% for all agents in an environment
with an opponent. The setup selected for the PPO* Rainbow agent is provided in|Table 30

Train Validate Steps survived | Steps overloaded
Action space Adzgn 6.904% 1.127%
Observation space Baseline 5.740% 0.683%
Reward function AlphaZero 5.970% 0.638%
Currriculum Baseline (no) 5.740% 0.683%
Activation threshold (p,¢¢) | 0.99 0.99 7.042% 0.672%
Line switching Reconnect + Dis-| Reconnect + Dis-| 5.870% 0.671%

connect connect
Revert threshold (py.y) 0.8 0.9 6.460% 0.596%

Table 30: Setup for the PPO* Rainbow agent trained and evaluated on an environment with an opponent. The column
"Train" shows the setup used during training and the column "Validate" shows the setup used when running the
validation of the final trained agents. The columns "Completed episodes" and "Steps survived" show the scores obtained
in the previous experiments.

8 Although validation results without the disconnection rule slightly outperformed those with it (Section 6.7), we chose to use the
rule during both training and validation to maintain consistency, as the performance difference was negligible.
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For each of the selected configurations, we test its contribution to the Rainbow agents by reverting it to its default
configuration from the baseline while maintaining all other configurations for the Rainbow agent, referred to as ablation
studies in [81]].

6.11 Evaluating the Rainbow Agent

This subsection shows the results of the PPO Rainbow agent trained and validated in an environment without opponent
and the PPO* agent trained and validated in an environment with an opponent.

From [Figs. T4]and T3] we see that the Rainbow agent, configured with all best found configurations, indeed improves the
mean episode survival time during training for both the PPO and the PPO* agent, when compared to the Baseline agent.
The comparable training curves of the ablation studies reveal that the performance of reverting to a single configuration
closely matches that of the Rainbow agent. For example, we see that the impact of not including the change in activation

threshold (Rainbow - p,er = 0.95) is not as big as one might expect based on the previous results for the activation
threshold.

Training curves agents without opponent
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Figure 14: Training curves of the PPO Rainbow agent (trained on an environment without an opponent) compared to
the Baseline and six different ablations (dashed, thinner lines).
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Training curves agents with opponent
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Figure 15: Training curves of the PPO* Rainbow agent (trained on an environment with an opponent) compared to the
Baseline and five different ablations (dashed, thinner lines). These curves are smoothed with a moving average over
5.000 environment interactions to make the visualization clearer (instead of 1500).

In the Rainbow agent achieves a notable improvement over the Baseline, completing 94.0% of episodes and
surviving 96.85% of steps on average, corresponding to relative increases of 15.6% and 9.54%, respectively. However,
the ablation variants have comparable or even better performance. The agent using the original observation space and
the agent without curriculum training are specifically performing well. This outcome suggests that the improvements
observed with the Rainbow agent may be primarily driven by a subset of enhancements, or that interactions between
the enhancements produce unexpected effects. A more in-depth analysis is needed to disentangle the contributions of
individual components and understand their combined impact on performance.

Agent Completed Steps  sur-| Steps over- | Agent execution | Maximum Unique Unique lines | Unique subs
episodes vived loaded time [ms] topology depth | actions in danger changed
Baseline 78.6% 87.31% 0.008% 1.967 5.0 27.8 11.8 6.0
Rainbow 94.0% 96.85% 0.013% 2.728 4.0 7.0 5.8 44
Rainbow - Obs: Baseline | 97.8% 98.68 % 0.010% 2.805 4.0 9.6 7.8 4.8
Rainbow - RW: Baseline | 92.6% 96.25% 0.012% 2477 4.0 6.2 5.0 4.2
Rainbow - No curriculum | 97.2% 98.50% 0.010% 2.439 3.8 6.2 4.4 4.0
Rainbow - AT: 0.95 96.3% 98.22% 0.003 % 2.129 4.0 9.3 6.3 53
Rainbow - No disconnect | 95.4% 97.86% 0.014% 2.190 4.0 8.8 6.6 5.2
Rainbow - No RT 91.2% 95.15% 0.009% 2.745 3.6 6.6 5.4 4.0

Table 31: Validation results of the PPO Rainbow agent and the six ablations compared to the baseline agent.

shows more convincingly that combining all the best-found modeling choices results in the best performance
for the final agent. With a mean survival percentage of 8.65%, the Rainbow agent improves on the Baseline agent by
2.63%. Furthermore, compared to the best-scoring agent including only one enhancement, the agent with AT=0.99
(Table 30), the Rainbow agent improves by 1.60%. Using the original larger action space A,,_o (agent Rainbow -
Act: Ap_pin , performed relatively well on the mean steps survived while keeping the percentage of steps
overloaded low, making this configuration of modeling choices an interesting option. However, we observed that the
training duration of this agent took twice as long compared to the Rainbow agent with the reduced action space (Ag34n),
underlining the importance of action space reduction for larger grids for computational efficiency.
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Agent Completed Steps  sur-| Steps over-| Agent execution | Maximum Unique Unique lines | Unique subs
episodes vived loaded time [ms] topology depth | actions in danger changed
Baseline (long) 0.0% 6.018% 0.684 % 2.2808 4.2 98.6 15.8 7
Rainbow 0.0% 8.646 % 1.294% 3.7762 2.6 9 14.4 3
Rainbow - Act: A,,_o | 0.0% 8.368% 0.694% 4.4156 3.2 91.4 15.2 7
Rainbow - RW: Baseline | 0.0% 7.882% 1.294% 3.8726 2.4 9 13.2 3
Rainbow - AT: 0.95 0.0% 7.674% 1.343% 3.036 3 9 14.8 3
Rainbow - No disconnect | 0.0% 8.270% 1.238% 2.2876 2.6 9 13.6 3
Rainbow - No RT 0.0% 7.978% 1.302% 4.2582 2.6 9 14.6 3
Table 32: Validation results of the PPO* Rainbow agent and the five ablations compared to the baseline agent. All

agents are trained for 500.000 environment interactions, explaining the slightly higher score for the baseline agent
compared to previous results.

While the Rainbow agents show a notable improvement over the RL baseline, they still fall short of outperforming the
Greedy baseline. Further research should explore advanced techniques and fine-tuning hyperparameters to bridge this
performance gap.

7 Discussion and Future Work

The application of reinforcement learning (RL) to power network control (PNC) has evolved rapidly since the introduc-
tion of the Learning to Run a Power Network (L2RPN) challenge in 2019. This survey has highlighted a significant body
of research in this field, demonstrating the potential of RL and other machine learning techniques, such as imitation
learning (IL). However, several challenges remain open. In this chapter, we discuss key issues and propose directions
for future research.

Scalability of RL methods for large-scale grids One of the main challenges in applying RL to PNC is the exponential
growth of the action and the state spaces as the grid size increases. Currently, researchers have explored two main
approaches.

* Action space reduction: As shown in[Tables 4] and [5] most researchers employ a greedy reduction method for
larger grids (cases 36 and 118). While effective and relatively simple to implement, this approach may exclude
beneficial actions that could be valuable when combined with others. Future research should explore more
sophisticated reduction techniques.

» Factorization of the state and action space: Most of the solutions that propose decomposition of the PNC
problem define a (hierarchical) multi-agent architecture where each agent is responsible for a subset of the
grid. These solutions define a factorization of the action space. However, as noted in [60], these agents still
observe the entire grid, leading to excessive information processing. [60} 51] propose potentially interesting
state and action factorization that could enhance scalability. Both have yet to be tested in MARL settings.

Another challenge with MARL-based approaches is the need for agents to accumulate sufficient experience. Transfer
learning, which enables agents to reuse knowledge across tasks [83, [84]], could significantly accelerate training in this
multi-agent setup. While promising, transfer learning has not yet been explored in RL for PNC. Future studies could
investigate its applicability in MARL setups and for adapting policies to unseen grid configurations.

Given the complexity of power grids, additional approaches beyond action reduction and factorization could be
considered [85]]. The scalability of RL remains a key open challenge in this domain.

Advancing RL Techniques for Power Grid Optimization Our numerical studies in and[6]evaluated a
selection of proposed modeling choices for an RL-based agent applied to case 14 in Grid2Op [3]]. While the Rainbow
agent, which combined our best findings, shows a notable improvement over the original RL-based baseline, it still did
not surpass the Greedy baseline. Several avenues remain open for exploration:

 Imitation Learning (IL): Prior work [[12] [30] 471 |46 48], 55| 23] 241 [62]] suggests that IL. can significantly
boost RL performance or perhaps even be used on its own. Future research should explore the benefits of IL
further.
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» Off-policy techniques: Since our experiments relied on PPO, an on-policy algorithm, we did not explore
off-policy methods such as prioritized experience replay or advanced exploration strategies. These techniques
could be tested using DQN-based approaches.

* Curriculum Learning: Curriculum training has potential but requires careful design choices. Future research
could explore different difficulty design choices and adaptive hyperparameter tuning during training.

* Neural Network Architectures: While FCNNs are most commonly used, recent studies [24} 62] indicate that
graph neural networks (GNNs) can improve performance in IL settings. The benefits of GNNs in RL-based
PNC warrant further investigation. Additionally, recurrent architectures, such as LSTMs, could improve
learning in environments with temporal dependencies.

* Model-Based RL: Most studies reviewed focus on model-free RL. The approach in [38]],
which integrates Monte Carlo Tree Search (MCTS), demonstrated strong results in LZRPN 2022. Extending
model-based planning approaches could offer new insights.

Although our numerical studies explored only a subset of possible RL techniques, we hope our methodology and our
overview provide a foundation for future research.

Extend findings to larger and realistic grids Our experiments focused on Case 14 due to computational constraints.
Future research should extend these findings to larger test cases (36 and 118) in Grid20p. However, full-scale
experiments with large action spaces may be infeasible. Our results indicate that environments with opponents benefit
from smaller, more robust action spaces, suggesting that extensive action-space experiments may not be necessary for
larger grids.

A significant challenge remains in bridging the gap between Grid2Op test cases and real-world power grids. A recent
enhancement in Grid20p provides the option to adjust the number of busbars per substation, bringing simulations closer
to reality. However, to the best of our knowledge, this new setup has not yet been explored. Future studies should
evaluate their impact on RL training and performance.

Lastly, in [23], the lines attacked by the opponent differ from [53]. [23] found that by disabling some of the lines the
network becomes almost entirely inoperable. Therefore, they consider a particular subset of lines for disablement. Our
experiments confirm that agents struggle in the current adversarial settings, as proposed by [53]. Re-running these
experiments with a more balanced opponent configuration could yield further insights.

8 Conclusion

In this survey, we have explored the application of reinforcement learning (RL) to power grid topology optimization,
highlighting key methods, challenges, and recent advancements in the field. Since the introduction of the L2RPN
challenge in 2019, research in this area has grown significantly, with diverse approaches emerging to address the
complexities of power network control (PNC). Our study has categorized and analyzed various techniques, including
action space reduction, hierarchical multi-agent systems, and advanced RL algorithms, offering insights into their
respective advantages and limitations. Our comparative study further provides quantitative insights into commonly used
methods, offering a clearer understanding of their impact on performance.

Despite notable progress, several challenges remain, including the need for more scalable RL algorithms, improved gen-
eralization across networks, and bridging the gap between simulated test cases and existing grid operation frameworks.
Addressing these challenges is important to realize the full potential of RL in power grid optimization.

We hope that this survey provides a valuable foundation for researchers and practitioners interested in RL-based power
grid topology optimization and inspires future work to address the outstanding challenges in this field.
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A Acronyms

Throughout this paper, we use acronyms to refer to the solutions discussed. An overview of these acronyms, along with
their corresponding reference papers and code if available, is provided in

Additinoally, [Table 34] provides an overview of the other acronyms used throughout this paper.

PTheir preceding version can be found at https://github.com/enlite-ai/maze-12rpn-2021-submission!
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Solution acronym | Reference | Reference code

paper
https://github.com/amar-iastate/L2RPN-using-A3C
https://github.com/shidi1985/L2RPN
(18] https://github.com/sunghoonhong/SMAAC
A3C-2020) (23] https://github.com/ZM-Learn/L2RPN_WCCI_a_Solution
SAS-2021 28 https://github.com/PaddlePaddle/PARL/tree/develop/examples/
NeurIPS2020-Learning-to-Run-a-Power-Network-Challenge

https://github.com/AsprinChina/L2RPN_NIPS_2020_a_PPO_Solution
https://github.com/lujasone/NeurIPS_2020_L2RPN_Comp_An_Approach
N.A.

N.A.

N.A.
https://github.com/enlite—ai/maze—12rpn—2022—submissionEﬂ
https://github.com/AlibabaResearch/12rpn-wcci-2022
https://github.com/HRI-EU/12rpn_tae_agent
https://github.com/FraunhoferIEE/CurriculumAgent
https://github.com/bmanczak/runPowerNetworks
https://gitlab.com/ericavandersar/marl4powergridtopo

N.A.

N.A.

Artelys-2024
HUGO-2024

https://github.com/FraunhoferIEE/CurriculumAgent

https://github.com/MatthijsdeJ/Imitation_Learning_Topology_Control
N.A.

N.A.

https://github.com/MatthijsdeJ/GNN_PN_Imitation_Learning

N.A.

BREEEEEEERNDEEEERBREEDRE

SoftIL-ZOZS! 62| N.A.
Table 33: Overview of the solution acronyms used in this paper and references to the corresponding papers.
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Acronym | Meaning

A3C Asynchronous-Advantage-Actor-Critic
AT Activation Threshold

BC Behavioral Cloning

CE Cross-Entropy

D3QN Double Dueling DQN

DN-action | Do-Nothing action

DQN Deep Q-Learning (or Deep Q-Network)
DRL Deep-RL

FCNN Fully Connected Neural Network
GNN Graph Neural Network

HRL Hierarchical Reinforcement Learning
IL Imitation Learning

IRL Inverse RL

L2RPN Learning to Run a Power Network
LODF Line Outage Distribution Factor
MARL Multi-Agent Reinforcement Learning
MCTS Monte Carlo Tree Search

MDP Markov Decision Process

PER Prioritized Experience Replay

PNC Power Network Control

PPO Proximal Policy Optimization

RL Reinforcement Learning

RT Revert Threshold

SAC Soft Actor-Critic

TD Temporal Difference

TSO Transmission System Operator

TT Target Topology

Table 34: Overview of acronyms used in this paper.
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B Observation spaces
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shows a quick overview of the observation spaces considered in the experiments and their size.

Observation Total size | Grid20p features included Custom features in-
Space cluded
Baseline 154 | load_p, gen_p, p_or, p_ex, p, timestep_over flow, topo_vect
Danger 174 | load_p, gen_p, p_or, p_ex, p, timestep_over flow, topo_vect danger
History 1044 | load_p, gen_p, p_or, p_ex, p, timestep_over flow, topo_vect danger and 6 time
steps of observed values
Complete 387 |load_p, gen_p, p_or, p_ex, load_q, gen_q, q_or, q_ex, load_v,|time_of_day,
gen_v, v_or, v_ex, load_0, gen_6, O_or, 0_ex, a_or, a_exp,|day_of_year
timestep_over flow, topo_vect
D3QN-2022 140 | v_or, v_ex, a_or, a_ex, p, topo_vect

Table 35: Overview of the size of the observation space that is used as input for the PPO agent in the experiments.

C Results PPO with different hyperparameters

This appendix contains the validation results of a PPO agent trained without an opponent using the hyperparameters
that are presented in the column “Value with opponent (PPO*)” in[Table T1] The values in this table show how different
hyperparameters can influence the performance of the agent.

Completed episodes | Steps survived | Steps overloaded
Baseline 70.8% 84.45% 0.010%
Action Spaces
Asym 89.0% 95.14% 0.009%
An—1 86.6% 93.99% 0.015%
Adzgn 19.0% 47.37% 0.125%
Observation Spaces
Complete 69.2% 82.77% 0.013%
D3QN_2022 72.8% 86.59% 0.010%
Danger 70.6% 84.40% 0.009 %
History 65.2% 81.56% 0.013%
Line loads 66.2% 82.05% 0.013%
Reward functions
AlphaZero 71.8% 85.85% 0.011%
Constant 71.0% 85.07% 0.011%
SMAAC 70.4% 84.00% 0.014%
Binbinchen 71.4% 85.63% 0.011%
Base + Bonus/Penalty 69.9% 84.52% 0.010%
Curriculum Training
Level 1: 20000, level 2: 46667 59.8% 80.03% 0.016%
Activation Threshold
AT Train AT
0.8 0.0% 6.83% 0.497%
08 0.9 0.0% 8.46% 0.411%
0.95 0.0% 6.48% 0.459%
0.99 0.0% 5.80% 0.499%
0.8 2.8% 26.44% 0.135%
0.9 Continued on next page. ..
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Completed episodes | Steps survived | Steps overloaded
0.9 29.6% 59.07% 0.033%
0.95 12.6% 50.47% 0.052%
0.99 3.4% 32.91% 0.091%
0.8 24.0% 51.50% 0.056%
0.95 0.9 72.4% 84.94% 0.013%
0.99 54.4% 77.49% 0.019%
0.8 30.4% 52.57% 0.063%
0,99 0.9 85.0% 90.56% 0.014%
0.95 91.0% 95.09 % 0.008%
0.99 86.2% 94.92% 0.010%
Line switching
Final Train
No rules No rules 70.0% 83.87% 0.013%
Reconnect 71.0% 85.19% 0.009%
Reconnect + Disconnect | 64.6% 82.21% 0.013%
Reconnect No rules 70.0% 83.65% 0.013%
Reconnect + Disconnect | 64.4% 81.13% 0.012%
Reconnect + Disconnect | No rules 67.8% 83.62% 0.010%
Reconnect 70.2% 84.58% 0.009%
Reconnect + Disconnect | 65.8% 82.45% 0.012%
Revert Topology
RT Train RT
0.8 55.6% 78.61% 0.022%
0.0 0.9 66.4% 82.12% 0.014%
0.95 65.6% 80.47% 0.015%
0.0 72.8% 85.45% 0.009 %
0.8 0.8 60.2% 78.41% 0.014%
0.9 66.2% 81.19% 0.014%
0.95 63.4% 79.45% 0.019%
0.0 72.4% 85.18% 0.010%
0.9 0.8 63.2% 80.07% 0.013%
0.9 67.4% 80.73% 0.014%
0.95 66.4% 80.84% 0.018%
0 72.2% 85.29% 0.011%
0.95 0.8 59.8% 78.62% 0.016%
0.9 66.2% 81.46% 0.012%
0.95 63.6% 77.83% 0.016%

Table 36: Validation results of PPO agents with different design choices, trained on an environment without an opponent,
using the hyperparameters from PPO* in[Table T1]
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